Chapter 1: Introduction

This chapter presents the context in which the present thesis has been developed. First of al, we
shall present a short description of numericd applicaions and the relation between matrix
multi plication and other numericd operations and methods for the operations arising from linea
algebrain general.

From the processng hardware perspedive, computers locd networks are described as ancther
aternative of paralel computing, and their relation to other parall el processng platforms currently
used is presented in detail. Following the same line, we shall identify with a higher degree of
spedficaion the costs assciated to paralel computing in the installed computers networks
comparing them to ather parallel computing architedures.

Finaly, a summary of objedives, contributions and the method used in the development of the
present thesisis ghown, together with an explanation d the contents organization.



Chapter 1: Introduction Parallel Computingin Locd AreaNetworks

1.1 Parallel Applications and Architectures

Parallel processng architedures have been extensively and intensively used in severd
applications, and the areaof nhumericd problems has been the genera starting point from
which the posshility of parallel computing has been studied and utili zed. Several solution
methods have been developed for numericd problems, most of them with a clea
orientationto at least two senses[1] [59] [101] [102 [84]:
Numericd stability when these problems are solved with arithmetic invalving some
kind d error. The aithmetic usually assumed is generally cdled of "floating point”.
Dired implementation, or with a minimum cost, into some programming language to be
solved in a omputer.

From the point of view of someone who has a numericd problem to solve, the use of a
computer is nathing but away to oltain what is needed. Moreover, whether the mmputer is
parale or nat, or the way in which the computer obtains the proper results, is not of much
importance either, except for the time needed to use the result. In fad, the term
supercomputer or the denomination high-performance computer have been used for along
time depicting this redity: speed is what matters, if it is achieved with parall el processng,
then it isutilized [113.

Traditionally, the areaof problems arising from linea algebra has taken advantage of the
performance offered by the available (paralel) computing architedures. One of the most
representative results in these fields might be the reseachers effort to develop a routine
library considered of utmost importance This library was cdled LAPACK (Linea Algebra
PACKage) [7] [8] [LAPACK]. Scd.APACK (Scdable Linea Algebra PACKage) [21]
[27] [29] [ScaLAPACK] was developed as a more spedfic effort in the context of parall el
computing.

Within the scope of linea algebra applicaions, a set of operations or computing routines
has been identified, from which the overall LAPACK can be defined, for instance Such
routines are denominated BLAS (Basic Linea Algebra Subroutines), and both for their
clasgficaion and their computing and memory requirements identificaion, these routines
have been divided in threelevels: level 1, level 2 andlevel 3 (Level 1 or L1 BLAS, Leve
2 or L2 BLAS and Level 3 or L3 BLAS). From the performance perspedive, level 3
routines (L3 BLAS) have to be optimized in order to obtain nea-optimal performance of
eath madine, and in fad, severa standard microprocesors companies provide BLAS
libraries with a strong emphasis on optimization and the rising performance of routines
included in level 3 BLAS.

From the very definition d level 3 BLAS routines and, more spedficdly, from [77], matrix
multi plication is considered as the pill ar or the routine from which the rest included in this
BLAS level can be defined. It may be for this reason, and/or for its simplicity, that most of
the reseach reports in this area of parallel processng starts from the parallel matrix
multi plication "problem"”, and that there exist several proposals and pulications in this
regard [20] [127] [57] [30] [12Q [26]. In other words, by optimizing matrix multiplication,
al level 3 BLAS is optimized in some way; and thus, most of linea agebra-based
applications depending on the routines optimization caried out by the operations arising
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from linea algebra would be optimized. In spite of the fad that this optimization is not
necessxily dired, we can asrt that the type of processng to be applied to solve matrix
multi plication is very similar to the rest of the routines defined as level 3 BLAS, and that it
is aso very similar to more spedfic problems solved by linea algebra operations. In this
sensg, it isvery likely that what is done to optimize the matrix multiplicaion (in parale or
naot) will be useful in ather operations. In terms of a problem to be solved or a processng to
be caried out in paral€, this thesis spedficdly aims at matrix multi plicaion with some
comments oriented to the generalization due to its importance and representativity in the
field of linea algebra.

Figure 1.1is the shows schematicdly the relation of matrix multi plication with numericd
problems in general. Within numericd problems computationally solved, there exists a
well-defined area linea agebra As previously explained, a standard library cdled
LAPACK has been defined de fado in this area A basic set of well-defined computing
routines can be used for building al LAPACK: BLAS. This basic routine set has been
divided in threelevels in order to identify more distinctively which of them is the most
appropriate for obtaining the best passble performance in a given computing architecure.
Level 3 or L3 BLAS routines are the ones to be analyzed and implemented with greaer
emphasis in the optimization, and this overall BLAS level can be defined in function of the
matrix multi plication.

Linea Algebra
L3
BLAS
LAPACK /V )
Matrices
BLAS Multi pli cation

Figure 1.1: matrix multi plication within Numerica Problems.

Sequential computers have several constraints as regards the maximum processng
cgoadty, reason why we resort to the paralel processng in general [2]. In fad, both
classcd ways of obtaining the best computing performance have been exploited
simultaneously and complementaril y:

Increase of a processor sequential computing speed.

Increase of functional unitsand/ or procesors that can be used simultaneously.
Actualy, we can assert that the parall el processgng raison détre is the performance

The field of parallel computing has evolved in several senses, from computing hardware to
algorithms and libraries spedalized in particular aress. From the processng hardware point
of view, there have been grea changes as regards design objedives and asociated costs. In
fad, most of the companies -highly reputed in their times- that creae parallel designs and
madhines have ceased to exist or have been merged to other companies. As an example, we
can mention companies such as Cray or Thinking Madhines (creaor of the Conredion
Maadine). The "gred leson" that can be drawn from this is that the costs as®ciated to a
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spedfic (parallel) computer canna aways be afforded, and there exist alternatives less
costly with similar results or, at least, suitable for the problems that have to be solved. The
speoflc (pardll el) computer costs arerelated to [113):
Design: The paralel computer is developed in terms of hardware amost from the
beginning. Thus, well-qualified and experienced spedali sts have to beinvalved.
Buil ding techndogy: Both in terms of materials and manufadure mecdhanisms, the costs
are redly much higher than those of any masdve manufadure and sale computer. The
differenceis quantified in several extents.
Instalation: Installations both of the physicd place and the computer assembling
comprise several spedfic charaderistics with a redly high cost. This entails, for
instance from the personnel carrying out the install ation to temperature @ndtions.
Hardware maintenance It is and has always been a percentage of a machine total cost ,
andthusis of the same or similar order of magnitude.
Software: Both the base software and developing or running programs software (which
is as or more important) are spedfic. In this case, the hardware spedficity is combined
with the complexity of an operating system or a paralel applicaions developing and
debugging environment. In this case, the cost not only involves time and money but also
turns errors in the software developed for these mmputers more likely.
Operation: Both the software production and the system monitoring and tuning
personrel have to be spedficdly trained.

On the other hand, the processng basic hardware used massvely in desk computers has
also increased its cgpadty in orders of magnitude and, at the same time, it has reduced its
costs to end users. Both the parallel computers high cost, and the cost reduction and the
increase of processng hardware capabiliti es - which can be cdl ed standard and of massve
use- have led the current parallel computers to have a strong tendency to incorporate this
standard hardware as basics. The benefits have a close relation to the reduction of al the
mentioned costs and, kesides, it proved to be feasible.

As the number of install ed computers in a same office and ingtitutions increeased, proposals
and the study of problems and solutions related to locd networks increased as well.
Simultaneously and from various points of views, the existence of a relatively large
quantity of network interconreded computers has given place to distributed operating
systems and to locd networks massve use as useful ways to solve problems in
environments regarding users and appli cations. However, as the number of locd networks
increased, several posshble and low-cost processng alternatives were soonidentified:

Use of the idle periods of locd network interconrneded macdines[90].

Use of more than one network interconneded computer to solve a problem, making use

of parallel computing concepts [9].
From locd networks massve interconredion to the Internet, the ideas of "Internet
Computing” or "Metacomputing” [24] [13] have also been introduced, and, nowadays, the
ideaof "Grid Computing” is being introduced as away of sharing resourcesin general [54]

[73] [53] [55].

The ideaof paralel computing in locd networks is feasible in some way from the very
interconredion of computers. However, it is evident that severa problems have to be
solved so that this way of parallel computing is used reliably and with an acceptable
performance Even thouwgh it is quite difficult to define the term acceptable, we consider
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two important underlying ideas to this resped:
Maximum use of the available resources, espedaly of the computing resources
(processors).
Procesgng time necessary to solve aproblem.

It is possble that the processng time to solve a problem is acceptable withou using the
avail able resources to the utmost; but since computers interconreded in a locd network
are usualy the ones of lowest performancein the market, the likelihoodof thisis relatively
low in general.

A paralel computing alternative with desk standard computers that has proved to be redly
satisfadory in some areas is the one asociated to Beowulf installations [19] [103 [99]
[127] [111] [BEOWULF]. Although amost every locd network used for the parallel
computation can be considered a Beowulf install ation [37], there exists certain consensus
as regards thefad that:
Beowulf installation computers are homogeneous PCs, with at least one computer in
charge of the complete system administration. In fad, these install ations are creaed for
paralel computing and, in principle, it makes no sense installing multiple types of
computers (heterogeneous).
The basic interconnedion network is Ethernet [73] of 100 Mb/s, and the wiring shoud
include the use of interconredion switches cagpable of isolating communications
between pair of computers. Anyhow, the best interconnedion networks are never
discarded though there is a general tendency to the lowest cost.

With the aim of studying and distinguishing different charaderistics, multiple processng
architedure classficaions have been proposed [50] [51] [33]. From the capability and
costs points of view, current parallel computing platforms can be organized in descending
order in apyramid such as Figure 1.2. shows.

Supercomputers Ad Hoc

Commercial

CLUMPS

SMP

Homogeneous Cluster

LAN

Figure 1.2: A Paralel Computing Platform Classficaion

Ad Hoc. Parallel computers built under the so-cdled Accderated Strategic Computing
Initiative (ASCI) program of the USA's Energy Department [61]. These computers are
among those with highest absolute computing power, such as reported in [86]. They are the
clasgcd parallel computers built ad hac, and they are cdled ASCI Red, ASCI Blue-Padfic,
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ASCI Blue Mourtain, ASCI White. They reat several Teraflop/s and are propationaly
costly (adualy, they are as costly as the custom-built). In fad, they can be currently
considered as the only parallel computers tail ored to an applicaion or a set of applicaions
needs.

Commercial parallel computers. They are spedficdly dedicaed to scientific
computation, and most of the centers with large computing requirements have one or more
of these computers. They are usualy constructed with basic hardware promoted as
"scdable’, since procesors, memory, disks, etc. can be added acwrding to the foll owing
needs: IBM SP, Compag AlphaServer, Hitachi SR, SGI Origin, Cray T3E, computers with
vedor processors (Fujitsu).

CLUMPs. SMP Clusters (Symmetric MultiProcessng) [12] or SMPs network conreded
do nd sean to be explored in genera - particularly in/ for paralel computing- becaiseit is
relatively new or, at least, there are nat many puldications in this regard. From the
paralelization point of view, it is redly important the combination of the following
models:

Of shared memory in a SMP that can be mnsidered as MIMD tightly couded.

Of message-pasdng or at least distributed memory MIMD provided by the use of more

than ore SMP madine interconreded by a net.

SMP: Symmetric Multiprocessng is usualy oriented to large data volumes storage and
minimum processng in disk and/ or "web servers'. There ae not many reports of itsusein
scientific applicaions thouwgh there exits a large quantity of puldicaions of its use/ utility
in the fields of disk-storage data remvery. Many companies promoted them diredly as
"servers'. Its use in parale applicaions in general, and particularly in scientific
applications, is immediate. Despite having restrictions as regards scdability, and more
predsely in relation to the maximum processors quantity that can be handed, they offer the
user a relatively large quantity of processng on a unique shared memory, al of which
makes multi processors-oriented parall €l algorithms' use immediate.

Homogeneous Clusters: set of computers dedicaed to paralel computing. "Classcd”
workstations (Sun, SGI), or homogenous PCs. From the technicd point of view, they can
be considered as Beowulf installations that arose as a set of PCs conreded in a locd
network (generally, Fast Ethernet). From the very start, there was a gred investment in the
communicaions network (basicdly, by means of switches in the Ethernet network wiring).
Severa tods have been developed bath for the administration of the whaole parall el system
and for the parall e software production. The other homogeneous clusters (with "classcd"
workstations) do not have many differences with Beowulf install ations, but in [99] [111]
they are excluded -amost withou any douhlt- becaise they do not have Linux as operating
system in ead computing basic node (in genera, it is a PC). The hardware cost is quite
higher than that of Beowulf systems, for instance, in relation to the costs between a PC and
a Sun or SGI workstation. In terms of performance and reliability, the differenceis not so
clea-cut.

By the hardware cost relation between a PC and a "classcd" workstation, it is very

difficult to establish which is the most powerful configuration. In general, with equal cost,
the computing cgpability (or at least, the sum of the procesors cgpability) is greder in
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Beowulf systems. However, the differenceis even more difficult to quantify and establish a
priori when eat system tod cost, reliability, etc. are being considered.

LAN: installed computers locd area networks that can be used for parallel computing.
Eadch computer has one or one set of users that enable them for parallel computing for
cetain periods of time. Other alternative in this context is the possbility of transferring a
percentage or fradion of computation of ead machine. It is very difficult to differentiate
the terms used in this context such as "clusters’, "NOW" (Networks of Workstations),
"COW" (Cluster of Workstations) and "Workstation Clusters'. In [12], for instance, these
terms are claimed to be synonyms, and the various passhiliti es are diff erentiated acording
the processng charaderistics, objedives and base hardware among other indexes. In fad,
all throughou the present thesis, this type of parallel computing platform will be referred
as "locd networks' and also as "NOW" - which is apparently one of the most used names
in the bibliography. However, it is important to note that locd networks that were not
constructed with the spedfic objedive of paralel computing (like in the previous cases of
Beowulf systems and clusters) have cost and processng charaderistics that are not present
in the other ones. This thesis has as its main objedive identifying the ways of parall €lizing
applications or the parall el applicaions charaderistics in order to use to the utmost and/ or
in an optimal fashion the installed locd networks that cen be used up for paralel
computing.

The definitions and the scope of ead term or expresson are not well defined. Only as
example, note that in [48] [49], every network of network interconneded computers is
cdled cluster and are divided into two general types:

NOW (Network of Workstations): eat computer has one or more users that alow the

use of the computer during idle periods.

PMMPP ("Poor Man's' MPP: cluster dedicated to running paralle applicaions with

high performancerequirements.
However, in [12] for instance, it is asserted that al the network computers used for the
paraII el computing are dusters and are dassfied acording:

Objedive (high performanceor avail abilit y).

Users ownership relation (ead computer is dedicated exclusively to paralel computing

or not).

Eadh nock or computer hardware (PC, SMP, etc.).

Eacdh nock or computer operating system.

Eacdh computer configuration (Homogeneous or Heterogeneous).

"Clustering" levels.

Thus, the terms hardware, software and the whole network configuration are in some way
combined for eat charaderization. Notwithstanding the use of the terms "locd networks"
and "NOW", in the present thesis the install ed loca networks used for paralel computing
are onsidered as:
« Clusters, since they are a set of network interconneded computers used for paralel
computation.
NOW, in the sense that eaty computer has a user or set of users who transfer it for
parall el computation.
PMM PP, since the computer is completely avail able for the time it is used. Even in the
case of having afradion d ead computer, thisfradionis aways avail able.
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Heterogeneous, since it is redly difficult that, in the installed locd networks, all the
computers have the same hardware and the same base software. This is mainly caused
by:

x The objedive of ead computer or the usua applicaions that it solves. The
existence of ead macdineis caused by auser or a set of appli cations that have to
be solved more or less periodicaly. Neither the users nor the applicéaions have
the same computing, storage, etc. requirements. Thus, the existence of eath
computer is not generaly related to or has littl e to do with the others (at least, as
regards physicd charaderistics)

x The network instalation time. The addition of new madines to the locd
network as well as the repair and up-date of existing machines -which can be
cdled network evolution- makes it redly difficult to kegp homogeneity. Locd
network evolution is as unquestionable as the relation between evolution and
heterogeneity. In general, the longer the locd network installation time, the
greder the heterogeneity. Only as example, we can mention that the avail ability
of atype of computer is quite limited. In the case of PCs, this avail ability timeis
usually courted onmonths and, may be, onmore than two yeas at the most.

It is redly interesting to estimate the homogeneous clusters evolution, which have been
installed relatively for a short period of time and are currently in production. Although the
applications and users are well controll ed and managed, fail ures likelihoodin the hardware
is still present. And, the larger the quantity of computers and hardware in genera, the
higher the likelihoodof failure. Thus, the repair and/ or replacement is nat something very
unwual nor it will be in homogenous clusters. When it is impossble to keep a cluster
homogeneous due to the avail ability of hardware to be repaired / replaced, there are two
aternatives (discarding manufadure al hac, whose st is extremely high):
Kegping homogeneity and nat making any repair nor replacement. It is valid only if the
applications are still being solved. Considering that the applicaions generally tend to
increase their requirements, this aternative seansto be of littl e use.
Repairing and/or repladng with avail able software. The cluster will automaticdly turn
into heterogeneous. Heterogeneity is diredly trandated into different values for the
performance metrics when we are deding with processors and / or memory in the case
of intensive mmputing tasks.

Other reason why a cluster canna be necessarily kept homogeneous is the nead to solve
applications with greaer computing and / or storage requirements. In this sense, astime is
running, hardware avail ability is lower and, thus, if the homogeneity is to be kept or if the
applications are to be solved with homogeneous hardware, a new cluster shoud be
installed. The cost isthat of the acquisition and install ation of awhade cluster, in addition
to a dedsion to be made regarding the homogeneous cluster no longer cgpable of solving
the applications. This aternative seans to be the most logic (i.e., the installation of the
necessry hardware in order to increase the cluster total cgpadty) generally implies
heterogeneity.

Asfrom thefada that it isredly difficult to kegp hamogeneity even o the dusters dedicated
to paralel computing, every contribution made in the context of the heterogeneous
computers networks has a very wide scope of use. In fad, ead time that - whichever the
resson - a cluster "turns' heterogeneous, the applicaions and users will have to be
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compliant to -in some way or ancther- the hardware in order to obtain an optimal
performance (that, as stated before, is the main reason for the very existence of the parallel
computing).

1.2 Parallel Computing Costs in Installed Local
Area Networks

As previoudly stated, installed locd networks are the "zero-cost" parale computing
platform as regards hardware. In fad,
install ation
managing and monitoring
maintenance
costs of ead computer are not related to parallel computing, and thus they are nat to be
asumed by those who use them for parallel computing since
« locd networks are arealy instaled and functioning, and the parale computing
objedive is not among their objedives (at least, anmong most of the installed locd
networks). The fad that they are used for paralel computation does not change this
redity, though it isin some way added as one of the uses of locad networks,
eat computer and the very locd network have at least an administrator in charge of the
configuration, interconredion and a minimum performance @ntrol;
eat computer has at least a user or set of users in charge of the maintenance Also,
these users are usualy in charge of the hardware management and/or up-date, thus
having hardware upceting zero-cost.

But hardware cost does not represent al the cost related to the instaled locad networks
processng that can be used for parallel computing. Costs to be assumed in this contexts are
the ones related to:

locd network administration tools for parallel computing and for parallel programs

development and exeaution,

the avail ability of locd network computers and the same locd network;

applications paral €li zation.

Parallel programs development and exeaution toadls are esentia to utili ze locd networks
for parallel computing. What was first developed in this sense were messge-passng
libraries such as PVM (Parallel Virtual Madine) [44] - established as a standard de fado
in this area Then, the standard MPI (Message Passng Interfacg [88] [107] [92] was
propcsed and they are bath currently used, with the tendency of a new parale applicaions
development in MPI implementations avail able for the parallel architedure being used.
Both libraries are implemented spedficdly for computers networks, their use is free
[PVM] [LAM/MPI] [MPICH], and they are obtained via Internet. In this sense, the only
cost of these todls is that of their installation. Though not so focused or standardized as
PVM and MPI, multi ple computer networks administration todls have been developed for
paralel computing, and they are also avail able in Internet. Beowulf install ations are one of
the main tod sources for the networks administration used for parale computing and that
can be used up. However, there exists a consensus in that the administration cost of a

9
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computers network used for paralel computing is relatively higher than in the case of
classcd parallel computers[17].

The installed locd network computers avail ability for parallel computing is not complete.
In spite of the fad that this cost is very difficult to quantify, the use of locd networks has
severa alternatives, two of which are:

- Almost idle periods, such as nights or hadlidays. Notwithstanding that it depends on the
spedfic charaderistics in ead locd network - even during rush hous - computers are
not necessarily used to the utmost [90].

Determining a priori a percentage of ead computer in order to be used for parallel
applicaion processs. In this case, it is like having the same quantity of computers
though with lesscagpability.

From the parall el applicaions point of view, both alternatives are similar: there exists a set
of avail able resources. Thisis the "avail ability" context of the computers that will be used.
More spedficdly, the experimentation will be caried out during periods in which locd
networks are not used with no other objedive, and thus, the availability will be total
(during the exeaution d parall € programs).

The most considerable cost - or at least the most unknavn one - might be that of the
paral eli zation and/or development of parale programs for installed locd networks whaose
resources can be used up. The greaest problem in this context is the very same
paral elization. It has aways been considered as one of the gredaest problems (and with its
asciated cost) since there does not exist general methods. One of the main reasons for
this is the raison dére of parallel computing: the performance Although syntadic,
semantic and stylistic parallel algorithms can be very well designed, they are not useful
when they do not get an acceptable performance. In generdl, it isredly difficult to quantify
the term "acceptable’, bu two possble senses can be mentioned:

They use the avail able resources to the utmost. In general, the importanceis focused on

the use of avail able processors.

Acceptable resporse time. In this casg, it is independent on the applicaion. In the case

of pardl€lizing the time-state prediction task for a certain day, it would be clealy

inadequate to oltain the prediction response one or two days later.

Several performance metrics of paralel systems are focused on the use of available
resources sSnce
It isindependent of the goplicaions and, in this ®nse, the metrics are general.
If the avail able resources are used to the utmost, it is assumed that nothing better can be
adhieved at the very least in the parall el macdhine with the parall el algorithm used.

However, as stated before, severa of the linea algebra problems have been succesgully
solved with parallel computers. Then, one of the first tasks to be caried out is the review
of the already developed paralel agorithms in order to use them up in the computers
networks context. At this paint, we must not oversight the fad that computers networks,
and more spedficdly eat computer that can be conneded to a network (with a network
interfacg, has not been - and is nat - designed for paralel computing distributed in
multi ple madines. Thus,

at the very least, the proposed parall el algorithms and their efficiency must be analyzed

10
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in terms of their performancein the mmputer networks;

if thereis no parallel algorithm apt for parallel computing associated to a problem in the
network, ancother shoud at least be proposed in order to consider the efficiency of this
type of parallel architedures.

Although the proposed parallel agorithms analysis must be caried out exhaustively and,
maybe, "case by case" (or at least, by areaof applicaions or processng charaderistics),
there exists a drawbadk from the very beginning: parallel macines have been and are
designed for parallel computation and computer networks are nat. Thus, it is evident that
paralel agorithms are not diredly usable in loca networks that have been installed and are
used with several purpases - among which parallel computing is not foundor is not one of
the most important ones.

Application parall élization for this type of paralle architedure have severa drawbadks, or
at least, several charaderistics unknavn in traditional paralel macdines. The most
important drawbadks are:

Computing nodes heterogeneity.

Interconredion retwork charaderistics.

Both traditional parale madines and homogenous clusters (as charaderized before: built
for paralel computing) have homogeneous processng elements (procesors). This
considerably simplifiesthe computing load distribution, since in order to adieve
processng load balance, it is smply necessary to distribute the same quantity of operations
to be exeauted by ead computing element. In general, the definition of the term simply is
not trivial though, in the context of linea agebra applicaions, it normally implies the
distribution of the same data quantity (or equal portions of matrices data) between the
procesors. Thus, the parallelization of the applicaions arising from the linea algebra
fields has nat had any problem associated to the load balance in homogeneous parall el
computers. In loca networks used for parallel computation, it will be evidently necessary
to solve the problem caused by the diff erences between the computing cgpabiliti es of the
various madines used.

The most extended interconredion network as regards installed computers locd networks
is - withou doulds - that defined by Ethernet standard [ 73] of 10 Mb/s and of 100Mb/s. In
fad, 10 Mb/s Ethernet network is assumed to be nat apt for parallel computing [91]. Apart
from maximum performance charaderistics, Ethernet networks have several drawbadks
due to its own definition and dependence on CSMA/CD protocol (Carrier Sense-Multiple
AccesgCollision Deted), which implies a performance generaly dependent on the
individua traffic of ead of the interconreded macdines. However, the huge computing
power instaled in the locd networks turns worthy any contribution with this resped. On
the other hand, the applicaions arising from linea algebra have a relatively large quantity
of potential users and of locd networks available for paralel computing. From the cost
point of view, Ethernet networks not only are the most spread - and thus useful as regards
current install ations-, but also have grea inertia & regards new install ations snce

there exists alarge quantity of qualified and experienced technicd staff that can keep on

installi ng these networks. Changing the techndogy generally implies higher costs of, at

least, technicd staff's training;

there exists a grea quantity of developed software that generally tends to be stable and
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used;
Ethernet standard has been defined with higher data transference capabiliti es, such as 1
Gb/s (10 6 hts per second) [76] and 10Gb/s (10 7 bts per second) [110.

From another point of view, there are other associated costs that are not very much related
to the strictly technicd ones - such as the aready mentioned. As stated in [18] (in the
context of providing high throughpu) the use of locd networks is a techndogicd and
sociologicd problem. In this sense, beyond the existence of an "evangdist" (as
denominated in [18]) that develops and creaes with his own resources and with those of
"dlies’ a high throughpu computing cluster, and with it "generates demand" towards a
wider set of potential users that, in turn, will contribute with their own individual
resources, it is true indeed that al locd network or set of locd networks must have an
explicit suppat of an organization in order to enable its use for paralel computation.
However, this thesiswill not ded with this/these ast/s.

1.3 Summary of the Thesis Objectives and
Contributions and Organization

The main objedive of the present thesis is the evaluation of problems and solutions for the
paralel computing on the installed workstations networks, with their computing and
communicaion charaderistics. The problem through which the evaluation is caried out is
matrix multi plication for several reasons:
- Similarity of the processng type as regards the rest of the operations (and appli caions)
arising from linea algebra
Similarity in terms of computing and storage requirements, spedficdly in relationto the
routinesincluded in BLAS level 3.
Quantity of pubications identifying both parall el agorithms propased and performance
attained.

All the thesis aims at the possble maximum attainable performance, thus, although we will
initially use standard todls highly employed in this context (such as PVM), the tendency
will be upgrading and/ or repladng everything that may impaose an excessve penalty in the
performance This encompasss from the way to cary out loca computing to the used
communicaions routines monitoring and evaluation.

In principle, the method wsed to carry out the evaluation consists of two parts:
- Anaysis of already proposed agorithms, methods and todls in order to carry out parall el
processng. If this analysis implies an a priori clea penalty as regards throughpu, at
least a suitable dternative will be proposed.
Exhaustive experimentation. A set of experiments to be caried out will be defined and
the validity or nat of the obtained performancewill be analyzed.
In case the obtained performance is not satisfadory, the source of the performance
penalty will be identified, and a solution alternative will be propased, with which the
propcsed experiments will be analyzed orce again.

12
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The ontributions can be summarizes as foll ows:

Identification of the utili zation level of the parallel algorithms spedficdly proposed for
matrix multi plication.

Identification of the paralel processng charaderistics with which the matrix
multi plication are to be spedficdly solved.

Identification of the paraléd processng charaderistics with which applications arising
from linea algebrain general areto be solved.

Identification and propasals of solutions for patential performance problems caused by
both eaty computer locd performance and the cmmmunications routines used.

The use of these mntributions tends to

utili ze the avail able computing capability in installed locd networks, despite not having
paralel processng asobjedive.

utili ze current install ation of homogeneous clusters used for paralel computing when,
due to the evolutionin the hardware and /or appli caions, are heterogeneous.

More specifically, throughout thisthesis the following points are described:

1.

From the analysis of matrix multiplication parale agorithms, it will be clea that they
are not diredly usable in the paralel computing platform which represents computers
locd networks.

. Even when a spedfic agorithm of matrix multiplication is propcsed in order to use to

the maximum the dharaderistics of the parallel computing architedure provided by locd
networks, the optimized performance is not assured. By way of experimenting and
monitoring (via instrumentation) the algorithm performance, it will be shown that the
PVM message passng library impases an uraccetable performance penali zation.

. The reasons for which general purpose message passng li braries (among which the very

PVM library and MPI implementations are included, for instance) canna asaure an
optimized performance in those locd networks of computers used for paralel
computation are analyzed and Lriefly explained.

. A single message passng operation, which is diredly oriented to the use of the Ethernet

networks charaderistics used for computers interconredion in locd networks, is
propcsed and implemented.

. The performance of the proposed agorithms is evaluated by means of experimentation,

including the proposed message passng operation, showing that the performance can be
considered as acceptable or optimized for the loca networks of thase computers used
for parallel computation.

. It is aso shown how one of the proposed agorithms for matrix multiplication can be

used to evaluate the computers locd network machines cgpadty of carying out
badground communications (in an overlapped fashion) while the loca computation is
being carried ou.

. Finally, the algorithmic proposal of this thesis is compared to the algorithms particul ar

to ScaLAPACK library, which is considered as the one that implements the best
algorithms (in terms of performance and scdability) of paralel computation in
distributed memory parallel architedures. In this spedfic comparison case, only the
homogeneous computers networks are taken into acourt, since ScaLAPACK does not
have any estimate for the case of architedures with heterogeneous computing elements.
This comparison also renders favorable performance and scadability results, at least up
to what was evaluated in terms of quantity of madines used for parallel computation.
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The following chapter, Chapter 2: Matrix Multiplication, addresses the anaysis of the
matrix multiplicaion in genera - in the context of linea algebra operations - and the
analysis of parall el algorithms proposed.

In Chapter 3: Matrix Multiplication in Heterogeneous NOW, the instaled locd
networks charaderistics are analyzed in detail from the parallel computing point of view.
Acoording to this analysis, we identify the principal charaderistics of parallel computation
in this processng platform and two spedfic algorithms are propased for multiplying
matricesin paralldl.

Chapter 4: Experimentation, presents in detail the experiments caried out and analyzes
the results obtained with the PVM message-passng library. It shows in detal the
performance problems generated by this library in particular, and presents some comments
on the expedations regarding the other message-passng libraries for computer networks. A
communicaions routine is propased; this routine, when remaking the experiments, shows
how it is possble to achieve the maximum or optimized use bath of the computing and
communicaions available resources, this combination thus providing a satisfadory
performance

In Chapter 5: Comparison with ScaL APACK, two important aspeds in terms of the
validity and use of thisthesis contributions are presented: 1) Applicaion of parall eli zation
principles in homogeneous environments dedicaed to parallel computing for two spedfic
cases. matrix multi plication and matrix LU fadorization,and 2 Comparison d the results
obtained by experimentation in terms of performance with resped to the ScaLAPACK
library. This library is spedficdly dedicated to homogeneous paralel computing platforms
with distributed memory, and it is generaly accepted that implements the best existing
paral el algorithmsin terms of performance optimization and scadability.

Chapter 6: Conclusions and Further Work, summarizes the principal conclusions as
from the analysis and experimentation task carried ou. It also presents an estimation d the
principal reseach lines foll owed from the work of the present thesis.

Next, reference detail s are presented in the References, and Appendixes are included. In
general, the ideaof the appendices is that they are self-contained, and for this reason they
include their own hibliographicd referencelist.

Appendix A: Local Network Characteristics, shows in detail computer and locd
network wiring hardware used for the experimentation.

Appendix B: Computer Sequential Processing Performance, shows the impad of the
processng code optimization levels in ead of the computers, its maximum performance
(utilized in the paralel processng) as well as some comments on the code that is and
shoud be used in general in the experimentation with/in the parallel programs production.

Appendix C: Communications in the CeTAD Local Network, shows point-to-point

performance of the cmmmunicaionin the CeTAD locd network (one of the threeused) and
also of the communicaions with broadcast routine provided by PVM library between
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paralel applicaion processes. Some comments are also mentioned as regards the
communicaions performance in the other locd network used, with some references to
other message-passang libraries avail able for parall el computing in computer networks.
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