Chapter 4: Experimentation

This Chapter will present the entire experimentation context with parallel computing algorithms
for matrix multiplication computation. It presents a detailed explanation in terms of hardware
(three locd networks) and matrix sizes with which the experiments were caried out. Initialy,
computer relative speal values are ohbtained and, with these values plus an (optimistic) a priori
estimation of the interconnedion networks performance, the maximum paossble speedup value is
estimated in eat of the locd networks with the avail able madines.

The first approximation to the algorithm implementation is based on the PVM library, and al the
results of the experimentation are shown. The obtained performanceis far from the optimal and it
is not accepted. Thereby, some details of the paralel exeauttion are shown and reved that the
problemis not the dgorithms but the broadcast message implementation d the PVM library.

Finally, a broadcast message diredly based on UDP communications protocol is proposed and
implemented; the experiments are caried out once again, and the results obtained with this
implementation of broadcast messages are shown. Within this context, we conclude that: either
algorithms obtain an acceptable performance or computers generating performance problems can
be deteded automaticdly and, thus, they can be isolated in order to acieve a optima
performance
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4.1 Characteristics of the Local Area Networks

Each of the locd area networks used in the experimentation are previous to the present
paper and were nat changed nor adapted so better results in terms of performance could be
obtained. The foll owing subsedions describe briefly eat of the networks, identifying the
most important charaderistics of the computers making up such network and the topdogy
of the interconredion retwork. Basicdly, the locd networks are:

- CeTAD: belongs to the Center of Digita-Analog Tedniques, Eledrotechnics
Department, Faaulty of Engineeing, National University of La Plata. It was installed
long time ayo and computers making it up are used with several purposes.

LQT: belongs to the Laboratory of Theoreticd Chemistry, CEQUINOR, Chemistry
Department, Faaulty of Exad Sciences, National University of La Plata. It is a network
that aims at the resolution of numericd problems. It was installed severa yeas ago; it
runs squentia and parall el works developed with PVM and Linda.

LIDI: belongs to the Laboratory of Reseach and Development in Computer Science,
Faaulty of Computer Science, National University of La Plata. It is dedicaed to the
teading of parallel programming and reseach. It can be considered as a Beowulf-type
install ation, though it does nat belong to the most costly ones as regards the quantity of
maaines and interconredion retwork.

In more general terms, the parale software was developed using PVM (Parallel Virtua
Madhine). In the particular case of the PCs used, Linux operating system was chasen for
the exeaution[44] [PVM].

The reasons for having chaosen PVM (apart from its free availability) are basicdly the

foll owing two:

- There exists a single software development and source group. This might be a
disadvantage, but it simplifies the analysis of the results obtained in terms of
performance since there is no chance of different implementations. This canna be
as®rted in the case of MPI (Message Passng Interface [88] [92] [107], which has
several implementations and pdentially diff erent charaderistics as regards performance
It iswidely used, it has severa yeas of evolution, and its charaderistics are very well
known, al of which simplifies the interpretation of the results obtained in terms of the
paralel applicaions’ performancethat make use of it.

In most of the locd networks, the PCs aready had Linux installed, mainly with RedHat
[LinuxRH] distribution. Whenever possble, Linux instalation was attempted in a
separated disk partition, and the distribution used in such case isthat of RedHat.

4.1.1 CeTAD Local Area Network

As previously mentioned, the CeTAD locd network has two general charaderistics

implying agred heterogeneity of machines:

1. It was installed more than ten yeas ago, and has undergone changes, additions and
updates.

2. Machines have severa purposes, which encompass administrative issues, signal
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processng algorithm prototypization, and integrate drcuit design of spedfic purpose.

Table 4.1 shows the most important charaderistics of the computers that compose the locd

network and that are used in the experimentation.

Name Type CPU Clock Mem.
1) |purmamarca |PC Pentium I 400MHz 64MB
2) |ceadfomecl IBM PC Celeron 300MHz 32MB
3) ceadfome2 |IBM PC Celeron 300MHz  32MB
4) sofia IBM RS6000 IBM PRC604e | 200MHz | 64MB
5) |fourier PC Pentium MM X 200MHz 32MB
6) Josrap PC AMD K6-2 450MHz  62MB
7) |tilcara PC Pentium 133MHz |32MB
8) pais SPARCstation 4 | MicroSPARC-II | 110MHz 96MB
9) cead SPARCstation5 | MicroSPARC-II | 85MHz 96 MB
10) prited SPARCstation2 CY7C601 40 MHz 32MB

Table4.1: CeTAD Computers.

Appendix A includes more details of eathh machine. Except for ceadfomecl and
cetadfome identified with the “type” IBM PC, all PCs are built by parts - which is often
the cae for PCs.

Once more, it must be said that nothing arealy installed was changed, though software
tods necessary for the development, implementation, and exeaution of parallel programs
were added in those computers that did not have them before the experimentation. The
highest install ation cost with this resped appeaed with PCs that do not have Linux nor the
software todls necessary for paralel computation (libraries sich as PVM [44] [PVM]):
Purmamarca, hard dsk partitioned, and Linux (RedHat) and PVM install ed.
Fourier and Josr ap, where Winlinux [WinLinux] distributionwas install ed sinceit was
redly difficult (or risky) to partition the hard disk, and Winlinux distribution was
considered the simplest to install i n such condtions.

The macdhine interconnedion network is Ethernet of 10 Mb/s, and the wiring is shown in

Figure 4.1,where

1. Cascade hubs are used, and the computer logicd interconredionis gill that of abus.

2. “Trans.” implies Transcever, which is necessary becaise the computer netboard -prited
- has only BNC conredion ouput (for coaxia cable).

3. “cf1” and “cf2” are used as abbreviations of ceaadfomecl and ceaadfomec?,
respedively (and such abbreviations will be used for spaces ske).
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Figure 4.1 CeTAD Locd AreaNetwork Wiring.

4.1.2 LQT Local Area Network

Unlike the CeTAD locd areanetwork, that of LQT is meant to solve numericd problems.
In fad, they only have just the necessary install ed for such end, withou the classcal office
tods, such as text or spreadsheds editors/formatters. However, like the CeTAD locd
network, it was installed, and in use from, many yeas ago and it has been consequently
updated (and enharced) several times.

Table 4.2 shows the most important charaderistics of computers composing the locd
network and that are used in the experimentation. Appendix A includes more detail s of
eat machine.

Name Type CPU Clock Mem.
1) Iqt_07 PC Pentium 111 1GHz 512MB
2) lgt_06 PC PentiumIll | 1 GHz 512MB
3) Iqt_02 PC Celeron 700MHz 512MB
4) |Iqt_01 PC Pentium 111 550MHz 512MB
5) Iqt_03 PC Pentium 11 400MHz 512MB
6) Iqt_04 PC Pentium II 400MHz 512MB

Table4.2 LQT Computers.

Unlike the CeTAD locd areanetwork, al the computers avail able in this network are PCs
built in parts with a rather higher cgpadty in terms of computation (processors and
operation clocks frequency) and storage (install ed main memory).

The madines interconredion network is Ethernet of 10 Mb/s, and the wiring is shown in

Figure 4.2, where it can be naticed that the interconredion is one of the simplest posshle
ones.
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Figure 4.2 LQT locd AreaNetwork Wiring.

4.1.3 LIDI Local Area Network

Unlike the two previous locd networks:
LIDI locd network was planned and built up exclusively for paralel computation and,
thereby, it also coincides with the Beowulf install ation.
It isno more than one yea old and, thus, it has suff ered no changes sinceits install ation,
being still homogeneous.

Table 4.3 shows the most important charaderistics of the computers that make up the locd
network and that are used in the experimentation. Appendix A provides more detail s of
eat madine. Computers appea in atable just to use the same format as for the previous
networks, however, since the computers are equal, it is enough to describe just one of
them.

Name Type CPU Clock Mem.
1) |lidiparl4 PC Pentium Il 700MHz 64MB
2) lidiparl3 PC Pentium Il 700MHz 64 MB
3) lidiparl2 PC Pentium Il 700MHz 64 MB
4) |lidipar9 PC Pentium Il 700MHz 64 MB
5) lidipar8 PC PentiumIll  700MHz 64MB
6) lidipar7 PC PentiumIll  700MHz 64MB
7) lidipar6 PC Pentium Il 700MHz 64MB
8) lidipar5 PC Pentium Il 700MHz 64 MB

Table4.3 LIDI Computers.

As Figure 4.3 shows, LIDI network wiring coincides in terms of simplicity with that of the
LQT network, but nat in terms of cost since
- Installed net boards are Ethernet of 10/200Mb/s, which implies that the communicaion
spedad depends onthe hub a switch interconneding them.
Instead of a hub, a switch is used, which, like computer netboards, is also of 10/100
Mb/s.
All the net has thus the cgpadty of carrying out several (up to four) simultaneous point-
to-point communications of 100Mb/s.
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Figure 4.3 LIDI Locd Network Wiring.

4.2 Computers’ Sequential Performance

The computation o computers' sequential performanceis based ontwo main reasons:

1. Speedup computation obtained when using parallel processng. In order to adknowledge
the benefits of using parall el processng it is necessary to know at least the performance
of the fastest avail able computer in the locd network.

2. As advanced in the previous chapter, computers' relative speed is computed acarding
to the sequential computing cgpability of ead of them in order to solve a matrix
multi pli cation.

For these two reasons, performance values obtained for ead of the madinesin ead of the

locd networks are included in this sedion. Additionally, Appendix B explains in detall

how these values were obtained acwrding to the diff erent experimentations carried ou.

Given the aimost numericd nature of data processng, performance values are expressed in
Mflop/s (millions of floating point operations per second). The representation of the
numericd data is that of simple predsion floating point (IEEE 754 norm [72]) in all the
computers. The option of doule predsion floating point —though generally it is advised

[11] —isdiscarded mainly becaise:

- Computers used have the same or similar cgpadty of processng simple predsion
floating point numbers as with doulde predsion, due to the charaderistics of their
floating point units.

When using numbers represented in simple predsion, larger sizes of matrices in
memory can be obtained and, thus, greaer requirements can aso be obtained in terms of
number of floating point operations necessary for solving a matrix multi plication.

4.2.1 Matrix Sizes

Withou douldts, computers performance in terms of data processng, in general, and
floating point number processng, in particular, depends on the relationships establi shed
between:

Amourt of Data.

Memory hierarchy (levels and sizes of cache memory).

Data accsspattern.
Thereby, performance vaues are shown in function of the significant sizes of the matrices.
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These relations and the most significant details of the chosen sizes in particular are
explained in more detail in Appendix B.

On the one hand, it is important to have a reference of the computer processng capability
when al or most of the data to be processed can be included in the cadie memory levels
closer to the procesor (levels 1 and 2, for instance). In this context, some relatively small
matrix sizes —in comparison to the main memory- were taken as reference matrices of
order n = 100, 200, 400. Considering that numericd data are represented with simple
predsion floating point numbers, for n = 100, the quantity of data necessry to store a
matrix will be of 100°x4 hytes, lessthan 40K B of data.

The use of the computers to the limit of their cgpadty (at least in terms of main memory)
has been a constant and, in some way, refleds the “review” of Amdahl’s Law [6] [60].
Two values were taken as representatives of matrix sizes handled in a main memory of 32
MB: n = 800 and n = 1600. With 800x800 data matrices, the quantity of necessary
memory to contain the three matrices participating in a multiplicaion (C = AxB) is of
approximately 7.3 MB of data (approximately, 22.8% of the 32 MB of main memory). In
the case of 16001600 data matrices, the quantity of required memory is of 29.3 MB
approximately, which represents the 91.6% of the 32 MB of main memory.

Thus, al computers underwent experiments with square matrices of order n = 100, 200,
400,800 and 1600.In the case of computers with a main memory of 64 MB or 512 MB,
and in order to have reference values to be used in speedup cdculations, experiments with
greder matrices were also caried out. In addition, sincethere is always the tendency to use
computers at their cgpadty limit, experiments were also caried out with the possble
maximum matrix sizes. As expeded, this depends not only onthe size of the main memory
installed bu also onthe swap spacesetup in the system.

For computers with 64 MB of main memory, the sizes considered as representative of the
problems requiring most or al the maim memory correspond to the values of n = 1900,
2000,2200,and 2400.These matrix sizes imply the foll owing approximate percentages of
memory requirements (assuming a total of 64 MB): 65%, 72%, 87%, and 103%,
respedively. It shoud be born in mind that it is possble to test values nea or above 100%
of the main memory requirements depending on the size of the setup swap memory.

Even though when data take up all or most of the main memory it can be said that the
computer is being used to its maximum (at least in terms of data in main memory), the
extreme case is evident when the sizes exceeling the main memory are taken into acourt
and when there is a neal for the swap memory space In 64 MB main memory computers,
the maximum size with which the matrix multiplication could be carried out was for
n = 3200,and, as reference, tests were also performed with n = 3000. These matrix sizes
imply the foll owing approximate percentages of memory requirements (assuming a total of
64 MB): 1836 and 161%, respedively. As stated before, the maximum sizes of the
problem depend on three aspeds: a) installed main memory, b) setup swap space and ¢)
operating system; the latter being that which deddes when a processis to be cancdled for
ladk of memory. And these three aspeds match the speediest macdhines of the CeTAD
network and the LIDI network.
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For 512 MB main memory computers, the sizes considered as representative of the
problems requiring most or all the main memory correspond to the values of n = 4000,
5000, 6000, and 7000. These matrix sizes imply the following approximate memory
requirements (taking atotal of 512MB): 36%, 56%, 80%, and 110% respedively. Notice
that it is possble to test with values nea or above the 100% of the mam memory
requirements depending on the size of the swap memory setup.

In 512 MB main memory computers, the maximum size with which the matrix
multi plication could be carried out was for n = 9000,and, for reference, test with n = 8000
were also caried out. These matrix sizes imply the foll owing approximate percentages of
memory requirements (assuming atotal of 512MB): 181% and 143%, respedively.

4.2.2 CeTAD Local Area Network

The performance values obtained for ead of the CeTAD locd network computers are
shownin Figure 4.4.
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Figure 4.4: CeTAD Computers Performance

Fi gure4 4 shows that:
purmamarca is the computer with the highest relative speal and is approximately 30
times faster in terms of processng than prited, with the lowest capaaty.
In referenceto cetadfomecl, only cf1 appeas, since the performance of ceadfome is
the same.
It can be proved that, with the values of Table 4.1, the clock frequency at which the
computers operate does not necessarily determine the processng capability (at least in
floating point operations).
The performance charaderistics and/or the values obtained are explained in detal in
Appendix B.

The computer with highest processng power - purmamarca — underwent tests with
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greaer matrices and the results obtained appea in Figure 4.5.
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Figure 4.5 Purmamarca’s Performancefor a Matrix Multi plicétion.
where:

The memory propartion necessary for containing the threematrices is indicated between
bradkets. For n = 1900, for instance, the 65% of the memory is necessary for data
storage.

The largest matrix size for which swap spaceis not used appeas highlighted (fill ed
differently from the other bars). It must be naticed that, when the spaceto contain the
data of the matrices exceals the 72% of the memory, the swap spaceis used and, thus,
the performance deaeases.

4.2.3 LQT Local Area Network

Performancevaluesfor LQT locd network computers are shown in Figure 4.6, where

80

Igt_07 and Igt_06 computers are the speddiest and the relative differences are not that
grea asin CeTAD computers.

Since there are no space problems for bar representations, al madines are included,
even thowgh Igt_06is equal to Igt_07,and Iqt_03is equal to Igt_04. It must be naticed
that, in the context of PCs built in parts (even when computers are “equal” in terms of
procesor, system clock frequency and quantity of installed memory), it is still possble
that they might have different performance becaise, for instance they have different
system bus ged.

Once more, the operation clock frequency does not necessarily determine the relative
spead of madchines (seeTable 4.2).
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Figure 4.6. LQT Computers Performance

The computer with greaer processng power, Iqt_07, underwent tests with bigger matrices,
and the results obtained appea in Figure 4.7.
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Figure 4.7: 1qt_07 Performancefor a Matrix Multi pli caion.

Flgure4 7 shows that:
The largest matrix size for which swap spaceis not used during the processng is
n=5000. The memory destined to the storage of 500x5000-element matrix data
represents approximately the 56% of the whole memory.
Again, the performanceis reduced as more swap memory spaceis nealed, even though
thisfall isnot so abrupt with resped to that produced in purmamarca (Figure 4.5).
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4.2.4 LIDI Local Area Network

Given the homogeneity of LIDI’s machine, Figure 4.8 shows the results obtained in one of
the macdhines -lidipar 14 - for all matrix sizes.
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Figure 4.8 Performanceof lidipar 14 for a Matrix Multi pli caion.

The performance of LIDI network computers is similar to that of purmamarca of the
CeTAD locd network since
The largest matrix size for which swap memory spaceis not used during the processng
of matrix multiplicaion is n = 2000,all of which is coherent since they have the same
main memory install ed: 64 MB.
From the very moment in which the swap memory spaceis used during the processng
of amatrix multi pli cation, the performancefall s abruptly.
However, LIDI locd network computers are relatively faster, since they are cgpable of
processng in theratio of 580Mflop/s, whereas purmamarca does not reac 350Mflop/s.

Since computers of the LIDI locd network are al equal, they can be used, and are used
indeed, as areference of the matrix multi pli cation algorithm in homogeneous networks. In
addition, this network is the most suitable for paralel computation since the
interconredion network is of 100 Mb/s (the others are of 10 Mb/s); aso, in the wiring, a
switch isused instead of one or more hubs.

4.3 Parallel Performance Analysis of Local Area
Networks

There has been always an attempt to define and compute analyticdly the optimum or
potential performance of paralel computers and also the performance attainable with a
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paralel algorithm over a parallel computer in particular. The most important reasons for
computlng analyticdly the best possble performance of aparallel computer are:
Estimating in advance whether the parallel computer is capable of providing aresult in a
given time. It would not be useful, for instance, to know in two weeks time the weaher
prediction d agiven day of the next week.
Assesdng and comparing the paralel madines in order to, for instance, compute the
cost/benefit relation between of ead of them.

On the other hand, the analyticd estimation of a parall el algorithm performanceis useful in
order to determine whether the designed algorithm is cgpable of obtaining the maximum
performance of the computer for which it isimplemented, and where it is exeauted to solve
the posed problem.

Since
the performance daraderistics of ead macdine of al locd networks,
the performance charaderistics of the interconnedion network of ead of the locd
networks, and
the main charaderistics of the parallel computing algorithms for the cdculation of the
matrix multi plication (with or without overlapped messages, for instance),
are already known, the best passble value for the speedup ratio can be cdculated and used
as reference in the subsequent asessment of the experimentation results. In a way, the
anayticd cdculation of the best speedup value (or optimal speedup) tries to predict the
performance of the workstation retworks used as parall el madines.

4.3.1 Actual Speedup Calculation

The basic ideaof a paralel computer speedup ratio is to determine how better a parall €l
computer is in terms of cgpadty in relation to a processor or a sequential computer. The
clasgcd definition d speedupis:

Exeaition time of the best sequential algorithnV Parall el exeationtime
Thus, the Exeaition time of the best sequential algorithm, together with the Parallel
exeattion time, shoud be determined. In the heterogeneous context of the installed
computer networks, the

Exeaition time of the best sequential algorithm
“bemmes’ [125 the

Exeaition time of the best sequential algorithmin the fastest computer
or, briefly,

Exeaitiontimein the fastest computer

diredly assauming that the best agorithm is going to be used. Basicdly, it is the best
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possble sequential exeautiontime in the cmmputer-station retwork, i.e. using
the computer with greaest computing cgpability, and
the best sequential algorithm.

In the cae of the threelocd networks already presented, thistask is lved, since

- In CeTAD locd network, purmamarca is that of highest relative speal, and the
experimentation has already determine its cgpadty in Mflop/s which, in turn, determines
unambiguouwsly the computing time.
In LQT locd network, Iqt_07is that of highest relative speed, and the experimentation
has dready determined its capadty in Mflop/s which, in turn, determines
unambiguouwsly the computing time.
In LIDI locd network, all the computers are equal, and the experimentation has already
determined the capadty in Mflop/s of lidipar 14 that, in turn, determines unambiguously
the computing time.

Similarly, the parallel exeation time is determined by experimentation, using the
avail able machines of ead o the locd areanetworks.

4.3.2 Optimal Speedup Calculation

From the theoreticd point of view, the best that can happen in a parallel madiineisthat all
the procesors are used all the time or that al the processors are used to their maximum
computing capadty. This leals to the assumption that the computing capability of the
paralel computer is equal to the sum of the computing cgpabiliti es of ead processor being
part of it. In the context of parallel machines with homogeneous procesors, this means that
using one more processor implies a propational reduction of the parallel exeaution time.
That is, if P processors are used, the best parall el exeautiontimeis given by

Parallel exeationtime = Exeation time of the best sequential algorithm/ P

In fad, this implies no more than the assumption that the computing power of the parall e
madhine with P procesrs is P times higher than the computing power of the sequential
madines (a procesr). In other words, speedup consists in identifying the relation
between the power of a macdine with a processor and a parall el macdine with P procesors.
In this way, the optimal speedupin the clasdcal parallel homogeneous computers is equal
to the quantity of processors that are used. This is the same as defining the “the relative
computing power of the parallel machine with resped to a processor” or, diredly, the
optimal speedup \alue &

P-1
Optimal Speedup= Y, rpw( proc,) (4.1)

i=0
where proco, proc, ..., proce.1, are the P processors of the parale madine and rpw(proc)
is the relative computing power of proc in relation to the rest or any of the other
procesors. In the context of numericd applications, it can be computed using the
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computing power in Mflop/s as in the previous Chapter, but when asuming that the
processors are equal,

row(proc)=1; 0i=0,..,P-1 4.2
and, thus
Optimal Speedup=P 4.3

In the context of numericd applicaions, this is equal to the optimal speedup cdculation
using diredly the computer powers of the sequential and parale madine in Mflop/s, i.e.
as

P-1
Z Mflop/ s( proc,)

: i=0 (4.4
Optimal Speedup= Mflop/ s( proc,)

In the context of parallel maciines with heterogeneous processors, it is not possble to
asert what Equation (4.2) expresses, since procesors have or may have a different relative
speal. Thus, the Optimal Speedup must be cdculated acording to Equation (4.1), i.e.
using the cdculation of ead rpw(proc), or as stated in the previous Chapter, pw(ws),

given by

Mflop/s(ws,)
max (Mflop/s(ws;)) (4.9

j=0.P—1

pw(ws;)=

And, similarly, Equation (4.4) is to be adapted to the heterogeneous environment as shown
by Equation (4.6), which determines as reference the processor with highest computing
power of those used.

P-1
> Mflop/s(ws,)

: __i=0 (4.6
Optimal Speedup= max (Mflop/s(ws;))
j=0.P—1

In this way, two underlying ideas in the interpretation of speedup graphics arising from

homogeneous parall el madines are dso lost:

- It can no longer be asserted that the theoreticd maximum is given by liney = x, or that
for x number of procesors the theoreticd speedup maximum is given by x. In the
heterogeneous environment it is no longer possble to relate the processors number with
the complete parale madine computing power. More spedficdly, adding a processor
means adding computing power not necessarily related to the total number of processors
but rather with the sum of the processors computing powers.
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It can no longer be asserted that a linea speedup could be readed as a minimum, or
that, even when the speadupis not predsely equal to the number of procesrs, it shoud
be diredly propational to the number of processors. It is not longer possble to keep
this ideafor the same reason stated abowe: it is not possble to relate or quantify the
relation between the number of processors (or madines) and the parallel macdine
computing power.

Figure 4.9 shows the maximal speedupvalues in a network of five computers ws0, ..., ws4,
ead with their relative computer power given by

pw(ws0) =1.0 pw(wsl) =0.8 pw(ws2) =0.7
pw(ws3) =0.5 pw(ws4) =0.3

Figure 4.9-a) shows with bars the speedup values, and in Figure 4.9-b) the values are
conreded with lines, showing quite more clealy how the maximum paossble speedup for
these five mmputers “moves away” from theliney = x as computers are alded. In addition,
Figure 4.9 shows the tendency to incorporate the fastest computers of the available. In the
case of using computers ws0 and wsl, ws2 ismore likely to be incorporated sinceit has the
highest computing power of the threeavail able: ws2, ws3, and ws4; hence, in the speedup
graphics, computers are added from “greaer to lessr” acwrding their computing capadty
— urless ®me other criterionis establi shed.
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4 4 /
35 35
3 3 /
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15 15 /./
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0 0

ws0 +wsl +ws2 +ws3 +ws4 ws0 +wsl +ws2 +ws3 +ws4
a) b)

Figure 4.9: Speedup d Five Heterogeneous Computers.

It is important to natice that this way of computing the maximum speedup value assumes
that all computers, and in particular the speediest, always have the same computing
cgpadty. When the computers are used to their maximum capadty set up in terms of swap
space it is possble and very likely that problems greaer than the alowed by the main
avail able memory will be solved and the swap space used. This, in turn, generates two
well-known drawbadks from the point of view of performance

While the computationis caried out, there is more adivity in the operating system due
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to the data handing that shoud be transferred from and towards the swap space
(generdly, in the disk).
It ispossble and,in fad, very likely that the processor will have to wait for the data that
are in swap space(disk) until they are transferred to the main memory from where the
procesor can make use of them in arder to operate.
And, in faad, the performance dedines markedly, though the quantification of this deaease
depends on the computer (disk speed, inpu/output subsystem, etc.), and also on the
problem (data accespattern, amourt of datain swap space etc.).

Thus, if the problem solved in the sequential computer or in the computer with highest
computer cgpadty - in the case of the locd networks - implies the use of swap space a
runnng time affeded by the use of swap space will be taken as reference When the
posshility of exeauting in paralel in locd network computers is taken into acourt, the
distribution of the problem data is implicitly assumed and, thus, it is likely that the same
size of problem will be solved so that ead machine uses only the main memory and nd the
swap memory (with the implicit deaease of the performance). Therefore, depending on the
size of the problem and the used madines, the obtainable speedup value can be greaer
than the optimum cdculated acording to Eqg. (4.1). In other words, the optimal speedup
value computed acerding to Eq. (4.1) assumes that the speediest computer always has the
computing cgpadty established by the exeaution of part of the problem in swap spaceor,
similarly, is slower than itsred speed (when the whole problem can be handed in the main
memory withou reaurring to the swap space.

Since sequential experiments implying the use of swap space are caried out, a non
“deviated” optimal value for the speedup shoud be provided. In the context of numerica
problems, it is convenient to reaur once more to the ideaof computing cgpadty given in
guantity of floating points operations per semnd, or Mflop/s. Since Mflop/s are used
diredly for this “new” way of optimal speedup computing, the quantity of operations to be
caried out shoud aso be taken into acaunt. Recdli ng the example of the five computers
ws0, ..., ws4, the cgpadty of ead of them shoud be now used in terms of Mflop/s that
could befor instance,

Mflop/s(ws0) = 1000
Mflop/s(wsl) = 800
Mflop/s(ws2) = 700
Mflop/s(ws3) = 500
Mflop/s(ws4) = 300

In addition, it is also necessary to know the number of floating point operations required to
solve the problem, which could be, for instance, 10°. Hence, if the computer with highest
cgpadty, ws0, is able to solve the problem withou reaurring to the swap space it then
solves the computations to its maximum capadty, i.e. in the ratio of 100x1(° operations
per seond. In this case, the maximum speedup “coincides’ with the computed using
Eq.(4.1),i.e.:

4

Mflop/s(ws;)
=2~ 1600
i=0

4
Optimal Speedup= Y, pw( proc =3.3
i=0
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If, onthe contrary, the computer with highest cgpadty, ws0, uses the swap spaceduring the
resolution of the problem, it no longer carries out the computations to its maximum speed.
Asauming that the degradation due to the use of the swap spaceduring the computationsis
of 30%, thisimplies that computations are caried out in the ratio of 700x10° operations per
sewnd, thus asauming that during the parallel exeaution al computers operate to their
maximum cgpadty; using Eq. (4.4), the maximum speedupwould be:

24: Mflop/s(ws,)

Optimal Speedup="-2 =60 =4.71

which is apparently higher to that computed acwording to the values pw(ws0), ..., pw(ws4).
In any case, there would be two points of view for the cdculation of the optimal speedup:
that computed acarding to Eq. (4.1), and that computed by Eq. (4.3). The former depends,
in turn, on the relative computer powers, pw(wsi), computed acording to Eq. (4.5), which
asaumes that computers have always the same computing cgpadty, and which could be
cdled “computing optimal speedupacarding to relative speeds’, or Comp(rsf).

P-1
Comp(rsf )= pw( proc;) (4.7
i=0

The underlying ideasuppating the computation of Comp(rsf) is basicdly the foll owing: if
a madhine is added, its relative computing power is added to that of highest cgpadaty.
Foll owing the example given by ws0, ..., ws4, this means that, if instead of using only ws0,
ws0 and wsl are used, there shoud be a (parallel) computer with 1.8 times the cgpadty of
ws0.

The second point of view for the cdculation of the optimal speedup is that computed by
Eqg. (4.4), which assumes that al computers always run at their maximum cgpadty,
independently of whether it is necessary to use the swap spaceduring the processng. Thus,
it could be cdled “computing optimal speedup acording to ead computer’s computing
cgpadties given in Mflop/s’, or Comp(Mf).

P-1
> Mflop/s(ws;)

& (4.9
Comp(Mf)=—— (Mflop/ s(ws;))
j=0.P-1

The underlying ideasuppating the computation of Comp(Mf) is basicdly the foll owing: if
a macdine is added, its computing power is diredly added in Mflop/s. Following the
example given with ws0, ..., ws4, this means that, instead of using only ws0, ws0 and wsl
are used; then, there shoud be a (paralel) computer with a computing cagpadty of
1000+800 Mflop/s = 1800 Mflop/s, which implies that the paralel computer has
18007002.57times the cgpadty of ws0, since the reference value in terms of Mflop/s of
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ws0 is 700Mflop/s, oltained by using the swap space

It is evident that the optimal speedup computation will be the same, Comp(rsf)=Comp(Mf)
if the maximum Mflop/s values are taken as reference, i.e. withou using the swap spaceof
eat machine. Comp(rsf) is derived diredly from the classcad way of computing speedup,
and Comp(Mf) shoud be viewed rather more carefully when the sequential running timeis
affeded by the use of the swap space In a way, when the swap memory spaceis used
during the sequential running, Comp(Mf) could be understood as what has been
occasionally cdled “superlinea speedup’. Following the example from this point of view:
- Solving a problem in ws0, the running time derived from ws0's cgpadty is obtained
when using the swap space i.e. diredly propational to 700Mflop/s.
Solving the same problem with parallel computation and using wsl, the problem is
“expeded” to be solved considering a computer with a cgpadty of (700 + 0.8x700)
Mflop/s = 1260Mflop/s, sincewsl has 0.8 times the computing cgpadty of ws0.
If the distribution of the whole problem between ws0 and wsl makes the use of the
swap spaceunrecessary, bath computers solve computations to their maximum capadty
and, thus, the paralée running time would be propationa to (1000+800) Mflop/s =
1800 Mflop/s and, thus, the runnng time will be lessthan the “expeded” considering
only the relative speeds.

Figure 4.10 shows the different values of optimal speedups, Comp(Mf) and Comp(rsf),
taking into acourt the five computers of the example, whose performance charaderistics
are summarized in the foll owing table,

Computer Mflop/s (Maximum) pw
ws0 1000 1
wsl 800 0,8
ws2 700 0,7
ws3 500 0,5
ws4 300 0,3

and also considering the fad that the computer with highest computing capadty uses the
swap spaceto solve the given problem with its subsequent performance penali zation of
30%. In Figure 4.10-a) the bars represent the values, and in figure 4.10-b), the linesjoin the
values $owing clealy that:
The different ways of computing the optima speedup provide various values if the
sequential solutionimplies the use of the swap space
Liney = x does nat provide any meaningful information in the context of heterogeneous
Processors.

Lastly, it shoudd be ncticed that, in the optimal speedup computation there is no

consideration in terms of communicdions; only the computing cgpadty of al the
procesors (computers) used is taken into acourt.
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Figure 4.10 Computations of Optima Speedups for Five Computers.

4.4 Analysis of Algorithms Performance

Normally, the analyticd computation of parallel algorithms performance has two general
purposes:
To determine whether the algorithm is cgpable of taking advantage of the parallél
computer’ s performance on which it can be implemented.
To compare and assessdiff erent designed algorithms for the same task.

The analyticd computation of the algorithms performance not only takes (or shoud take)
into acount the computers computing charaderistics but also incorporates at least another
fador affeding the performance communicaions. Even though the parallel computer
architedure is aready known in detail, it is redly difficult to quantify the effed
communicaions have on the performances of the applicaions to be solved. However, the
situation changes when a spedfic parallel agorithm is designed, since this last clealy
determines what is needed in relation to communicaions and the synchronization among
processs. In general, synchronization points among processes are considered as a type of
communicaionin particular.

Although they are very similar, the agorithms to be considered for the analysis are two,
and have been already presented in the previous chapter with:
the explicitly sequential messages with resped to computation. That is, at any moment,
a computer can be performing one of the foll owing two tasks:
+ Locd computation,i.e. solving a partial computation of the result matrix portion
that shoud be computed.
+ Solving data communicaion, more spedficdly sending and receving a
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broadcast message.

overlapped messages, so most of messages can be sent while the locd computation is

being caried out (simultaneously). In fad, in order to make this true, eath computer

shoud be caable of computing and deli vering data & the sametime.
Both agorithms were already presented in the previous Chapter, together with the
anayticd form for ead performance computation; they will be cdled SeqMsg and
OverMsg, respedively. In al of the cases, it is assumed that computing periods are carried
out to the maximum computing capadty of the involved computers.

4.4.1 SeqMsg: Sequential Computing and Communication

Acoording to what has been explained in the previous Chapter, the parale time of the
algorithm during which the computing and communication periods are sequentialy caried
out isgiven by

2n*—n’
tpar_seqlTSg =Pa+ ﬂ n° + W
where
- Pisthe number of computers.

n isthe order of the square matrices that are multiplied.

a isthe latency time of the cmmunicaion retwork.

1/B is the asymptotic bandwidth (transfer rate) of the communicaions network,
expressed in terms of the type of the multi pli ed matrices elements.

pw is the sum of all of the computers' computing cgpadties used, expressed in terms of
Mflop/s, i.e.

P-1
pw=Y_ Mflop/s(ws,) (4.9
i—0

Even though it is not explicitly defined, there is a tendency to assume that

The latency time is not so important provided that messages are big enough, or, what
would be the same, the problem is big enough, sincethe messages sizeis diredly related
to the size of the problem [71] [52] [124].

The asymptotic bandwidth of the communications network is independent of the
number of processes that are communicaed with a broadcast or, more spedficdly, the
number of recaving processes of ead broadcast message. This is possble in Ethernet
networks provided that communicaion routines take advantage of the communicaion
hardware dharaderistics.

Thus, the way of computing the paralel runnng time can be smplified eliminating the

latency time of messages completely (or, what would be the same, considering equal to
zero), thus obtaining
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2n°—n?
pW

toer_seqmsg = B 17 +

Andthis parallel timeis used for the computation of the optimal speedup obtainable by this
algorithm in anetwork of workstations, giving placeto what will be cdled SegM sg(Mf).

4.4.2 OverMsg: Overlapped Computing and Communications

Acoording to what has been explained in the previous Chapter, the parallel time of the
algorithm during which most of the computing and communicaion periods are carried out
in an overlapped (simultaneous) manner is given by

tpar_overmsg = tbcas + (P'l) rnax(tbcas; tcomp) + tcor’np
where

_on’-n’
o p pw

theas = O + B?/P and t

Andthis parall el timeis used for the computation of the optimal speedup obtainable by this
algorithm in anetwork of workstations, given paceto what will be cadled OverM sg(Mf).

By thisway of computing analyticdly the parallel running time, it is assumed that:
All computers are cgable of overlapping the computation with communicaions.
Communicaions overlapping does not affed the locd computing time nor the
communicaion time of the broadcast messages.

It shoud be naticed that both assumptions are redly difficult to prove, at least in standard

computers of the install ed locd networks.

4.5 Local Area Networks and Algorithms

Sincewe drealy court with:

1. the sequentia performanceof al computers of every locd network: Mflop/s(wsi);

2. the analyticd way to compute the performance of ead of the locd networks Comp(Mf)
and Comp(rsf);

3. the analyticd way of the two propased agorithms: tpar_segmsg and tpar_overmsg;

4. the asymptotic bandwidth estimation -at least at hardware level- of al the locd
networks: Mb/s of the Ethernet networks,

it is now possble to estimate the performance of bath ead network and these networks

algorithms, at least with resped to the theoretical maximum.
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45.1 CeTAD Local Area Network

Figure 4.11 shows the maximum speedup values to be considered in the CeTAD locd
network when the main memory is cgpable of containing all the data of the problem, so that
the utili zation of the swap memory becomes unrecessary during computations. In this case,
the reference computer (that of highest computing cgpadty) is purmamarca, and the
matrices size is n = 2000.1n addition, since an Ethernet network of 10 Mb/s is used, it is
asumed that, due to the degradation caused by all the layers of the operating system, data
can be transferred among user processes in the ratio of 220 bytes (1 MB) per second. This
could be considered as an optimistic, though acceptable, assumption since the maximum
values are estimated.
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Figure 4.11 SpeedupAnalysis of the CeTAD network for n = 2000.

Flgure4 11showsthat:
Computers' relative computing capadty provides a reasonable order to use them in
paralel. When a given quantity of computers is used for parallel computation, thereis a
tendency to include those of greaer computing cgpadty among the avail able.
Computers cetadfomecl and cetadfome@ are shown with the names cf1 and cf2,
respedively.
As expeded, Comp(Mf) and Comp(rsf) do coincide, since the reference computing
cgpadty of purmamarca is the maximum (approximately 324 Mflop/s, Figure 4.33
because it does not use the swap spaceduring the sequential runnng.
The speadup computed for the algorithm with the overlapped messages OverMsg(Mf) is
similar to that of the computation, until the computer sofia was used; however, when
adding more computers there is amost no improvement in terms of performance In
other words, as from the addition of fourier, communicaion times are longer than those
of the computation and, thus, there is amost no improvement in terms of parallée
runnng time by the incorporation d more computers.
The relative weight of the communicaion time in relation to the computing time is
evident for the algorithms with sequential messages and computation. The computed
speedup for this algorithm, SegMsg(Mf), thus shows it through the difference in the
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values in relation to the other speadup computations, including that of the algorithm
with overlapped messages that takes into acourt at least part of the communicaions
total time.

The whole computing power of the ten computers is dightly lessthan 4.5 times the
computing power of purmamarca.

Also, Figure 4.11 shows an “empiricd” estimation of memory requirements indicaed in
the graphic as Mem (1 => ok). When it has a value equal to O, it is likely that, in one or
more computers, it will be necessary to reaur to the swap spaceduring the exeaution. When
it has avalue equal to 1, it islikely that the swap spacewill not be necessary in any of the
computers during the algorithm exeaution. Notice that in the graphic it appeas equal to 0
only when two computers are used in parallel: purmamarca and cfl. This is due to the
following fads:
- When purmamarca is only used —which has a main memory of 64 MB (Table 4.1)—,
experimentations show that it is not necessary to use the swap space
When cf1 —which has a memory of 32 MB - is added, it islikely that purmamarca will
not need to reaur to the swap space though cf1 will .
When cf2 is added, there alrealy exist three madcines among which data are distributed
and, from this moment, it is adually possble that there will not be any problems for the
memory.
Even though this memory estimation is nat so predse (and, in fad, it is redly difficult to
make one which redly is), it is always useful to have at least one referenceideasince, as
previously explained, the cmmputing cgpadty can beredly aff eded.

Figure 4.12 shows the maxima speedup values to be considered in the CeTAD locd
network for the maximum problem size that can be solved by the computer with greaest
computing capadty (reaurring to the swap memory). The reference computer is still
purmamarca and the size of matrices is n = 3200.As for the previous estimation, it is
asumed that the data can be transferred among user processes in the ratio of 220 bytes
(1 MB) per seaond.
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Figure 4.12 SpeedupAnalysis of the CeTAD Locd Network for n =3200.
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Since the gredest problem (with 320(«3200-element matrices) that can be solved by
purmamarca implies the use of the swap space the reference computing cgpadty is of
approximately 74 Mflop/s (Figure 4.33). Therefore, it is no longer possble for Comp(Mf)
to coincide with Comp(rsf); more spedficdly, the optimal speedup value computed with
the maxima computing capadty (in Mflop/s) will necessarily be gredaer than the optimal
speedup value taking into acourt the relative speads among computers. This implies that
the maximal speedupvaue using all CeTAD madhines (10 computers) results in a parall el
computer that has amost 19 times purmamarca’s computing cgpadty for matrices of
3200x3200 elements, i.e. when purmamarca has to reaur to the swap spaceduring the
exeaution.

In addition, from Figure 4.12it can be said that:
The values of Comp(rsf) do nat change in relation to those of Figure 4.11,sincerelative
spedds are taken as equal.
Asaming that ead computer can efficiently solve its computations and
communicaions simultaneously, the values of OverMsg(Mf) are aimost equal to those
of Comp(Mf).
The weight of the communicaion time is sill relatively high in relation to the
computing time, and this is evidenced by the differences between the values of
Comp(Mf) and SegMsg(Mf). More spedficdly, when the communicdion time is taken
into acount plus the computing time (as it shoud be dore for the algorithm with
message transmisgon and computing periods solved sequentially), the optimal speedup
values are markedly reduced with resped to those obtained with the sum of the
computing cgpadties.
Since for n = 3200, purmamarca “ becwmes’ a computer with much lesser computing
cgpadty than for n = 2000,even with sequential computations and communications the
profit is expeded to be significant, and rather higher than expeded acording to relative
spedds. The rather lower values of Comp(rsf) thus dow it.
The estimation of memory requirements in ead computer - Mem in the graphic- shows
that until only al madines are used, the requirement for swap memory beammes less
necessry in all computers. Thisis mainly due to the fad that two of the computers with
highest relative computing cgpadty, cf1 and cf2, have low memory cgpadty in relation
to that with the highest computing cgpaaty (purmamarca).

4.5.2 LQT Local Area Network

Figure 4.13 shows the maximum speedup values to be considered in the LQT locd
network when the main memory is cgpable of containing all the data of the problem, so that
the use of the swap memory becomes unrecessary during computations. In this case, the
reference @mputer (that of highest computing capacity) islqt_07 and matrix sizes are of
n = 5000.Also, in this case, since an 10 Mb/s Ethernet network is used, it is assumed that
due to the degradation produced by al the operating system layers, data can be transferred
among user processesin theratio of 220 hytes (1 MB) per seoond.
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Figure 4.13 Speedup Analysis of the LQT Network for n = 5000.

The parallel computer obtained using al the madines provides, in the best of the cases,
dlightly more than 4.5 times the cgpadty of Iqt_07, approximately 2.9 Gflop/s. Once more,
the analyticd computation of the maximum, possble speedup obtainable with the
sequential computation and communicaion algorithm shows the relative weight of the
communicaion time in relation to the computing time, and it is kept in values
approximately equal to the half of the other estimations values.

Figure 4.14 shows the maximum speedup values to be considered in the LQT locd
network for the maximum size of problem that can be solved by the computer with highest

comp

uting cgpadty (reaurring to the swap memory). The reference computer is still 1gt_07

and the size of matricesis n = 9000.As for the previous estimation, it is assumed that data
can betransferred among user processesin theratio o 220 bytes (1 MB) per second.
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Figure 4.14 Spealupanalysis of the LQT Network for n = 9000.

Figure 4.14,it can also be deduced that:
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When all computers are used to solve the multi pli caion problem of 9000<9000€element
matrices, the runnng time could be reduced more than six times the running time of
Igt_07, even when, acording to the relative speeds, this reduction might not read five
times.

If it is posgble to overlap completely locd computations with communications, then the
possble and attainable maximum speedupis similar to the absolute maximum. In other
words, the cmmputing timeisequal or higher than that of communicaions.

When messages and locd computations are carried out sequentialy, the runnng time
will be longer than expeded, taking into aceurt computers' relative speeds as from the
addition d Iqt_01, i.e. Comp(rsf) > SeqMsg(Mf) asfrom the aldition o Igt_OL1
According to memory estimations, it would not be necessary to reaur to the use of swap
memory as from the aldition d Iqt_02

4 5.3 LIDI Local Area Network

Figure 4.15 shows the maximum speedup values to be considered in the LQT locd
network when al the data of the problem can be contained in the main memory, so that the
use of the swap memory becmmes unrnecessary during computations. In this case, the
reference computer (that of highest computing cgpaaty) is lidipar14, but it shoud be
remembered that all computers are equal, and the size of matrices is n = 2000.Unli ke the
previous locd networks, a 100 Mb/s Ethernet network is used assuming that, due to the
degradation caused by all the operating system layers, data can be transferred among user
processs in the ratio of 10x220 bytes (10 MB) per second. As in the previous cases, an
optimistic, though acceptable, assumption could be considered becaise maximum values
are being estimated.
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Figure 4.15 SpeedupAnalysis of LIDI Network for n = 2000.
Spealup values appeaing in Figure 4.15 more or less coincide with those of classcal

(homogeneous) parallel computers, since
Comp(rsf) values correspondto liney = x.
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At least until the addition of lidipar5, al maximum estimated values for the speedup
follow alined growing pattern with resped to the quantity of processors (computers)
used, even considering the sequential computation and communications agorithm.

Also, from Figure 4.15,it can be said that:
Comparing this network to the previous ones, and having an interconredion network
ten times better in terms of bandwidth, communicaions do not have such a big relative
weight. In fad, the algorithm carying out computation with communicaions
overlappedly has an optimum speedup equal to the computed withou taking into
acount communications, OverMsg(Mf) 0 Comp(Mf).
With the algorithm carying out sequential computation and communicdions, a
(pardlel) computer with dlightly more than 5.5 times the computing cgpadty of
lidipar14 (or any of the others, since they are al equal) can be obtained by using the
eight avail able computers - in the best of the cases.
As computers are al equal, the relation between communicaions and computing time
and the maximum speedup values of the sequential computation and communicaions
algorithm - SegMsg(Mf) - can be more clealy identifiable than in the previous cases
(CeTAD and LQT). As the number of macdines increases, the same work is distributed
among all of them. Consequently, the total computing time deaeases (there is more
quantity of computers processng smultaneously), though the total communicaion time
is gtill the same. Thus, as more madiines are added, the communicaion time affeds
more significantly the total running time (computation dus communications).

In order to exemplify this last paint, the spedfic values computed for four and eight
madhines can be taken into acourt. Independently of the quantity of computers that are
used, when the size of the matrices is the same (in this case n = 2000, the quantity of data
that are communicaed is the same since the data of matrix B shoud aways be transmitted
among computers. The estimated transmisson time of matrix B (sum of the agorithm
broadcast messages times), in a 100 Mb/s Ethernet network, is of approximately 1.5
seoonds. When lidipar14, lidipar13, lidipar12, and lidipar9 are used, the estimated
computing time is approximately 13.8 seaconds. When the computers lidipar8, lidipar7,
lidipar6, and lidipar5 are added to the previous, the estimated computing time is of 3.4
apprommately Thus when messages and communications are run sequential y:

Thetotal running time, when four computers are used, is (summing computing time and

communicaion time) 1.5+ 13.8= 15.3 secnds. This implies that aroundthe 10% of

the total running timeis used for communications.

The total running time, when eight computers are used, is (summing computing time

and communicaiontime) 1.5+ 3.4 = 4.9 seconds. This implies that aroundthe 30% of

the total running timeis used for communications.

Figure 4.16 shows the maximum speedup values to be considered in the LIDI locd
network for the maximum size of problem that can be solved by the computer with highest
computing capadty (reaurring to the swap memory). The reference computer is still
lidipar 14 and the matrices are of 3200x3200elements. As for the previous estimation, it is
asumed that data can be transferred among user processes in the ratio of 10x2%° bytes
(10MB) per second.
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Figure 4.16 SpeedupAnalysis of the LIDI Network for n = 3200.

Apart from showing that the maximum speedup values computed by using relative speeds -
Comp(rsf) - do nat change in relation to thase shown in Figure 4.15,in Figure 4.16it can

a

SO be seen that:
The problem of multi plying matrices of 3200x3200elements could be solved almost 35
times faster in the eight computers than in one of them. This is assrted not only by the
computing power of the eight madines processng to their maximum cgpadty (withou
considering communicaions), Comp(Mf), but also by the agorithm that runs
computation overlapped with communications, OverMsg(Mf).
With the algorithm that sequentially solves communicaions with computations, the
problem of multiplying 3200<3200 element matrices could be solved almost 25 times
faster in the @ght computers than in ore of them.
Both the performance penalization due to the use of swap space in lidipar14 for
3200x3200€element matrices and the interconredion network data transference rate are
combined to have these “superlinea” speadup \alues.
Except for one or two madhines, memory requirements estimations do not identify
potential problems in terms of the need to use the swap space

4.6 Actual Performance of Local Networks Using

PVM

The agorithms propased in the previous Chapter were diredly implemented by using the

PVM library (Parallel Virtua Madhine) for communication routines among processs. In

eat computer, the best sequential code is used for locd computing periods. In ead locd
network (CeTAD, LQT, and LIDI) the same experiments were caried ou, i.e..

Matrix multipli cation with the sequential computation and messages a gorithm (SegMsg).
Matrix multiplication with the overlapped computing and messages agorithm (OverMsg).
Size of matrices

+ o that, in the madine with greaest computing cgpadty, the swap spacewill not
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be used;
the biggest possble —withou the use of swap space
In the locd network, this corresponds to matrices of order
n = 2000 and n = 320Q respectively in the local networks of CeTAD and LIDI.
n=5000and n = 9000respedively in the LQT locd network.

- - - -

4.6.1 CeTAD Local Area Network

Figure 4.17 shows the speedup values obtained in the CeTAD loca areanetwork by the
sequential computation and communication algorithm, and by the overlapped computation
with communicaion algorithm, implemented by means of the PVM message-passng
library, SegqMsg(PVM) and OverMsg(PVM) respedively, for n = 2000,together with thase
shown previously in Figure4.11.
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Figure 4.17 Algorithms Speedupwith PVM in the CeTAD Network for n = 2000.

Itisclea that the results are far from being satisfadory. In fad, the two most disappanting
conclusions are
None of the running times, i.e. independently of the quantity of computer used, was
better than the sequential exeaution, with the problem solved in purmamarca.
As more cmputers are used, the running time incresses instead of deaeasing.

Moreover, agorithms speedup values that are equal to one - i.e. for the cases in which
purmamarca and cf1, and purmamarca, cfl, and cf2, are used respedively- are not even
real. In both cases, the exeaution of parallel program processs in cfl and / or cf2 is
cancdled due to the ladk of avail able memory. In consequence, they appea to be equal to
one becausg, in fad, the only feasible chance of solution for the matrix multiplicaion in
this context is the sequential runnng (using only purmamarca). Even though there exists
an approximation to memory requirements (Mem, in the graphics), it is evident that with
PVM that approximationis not corred.

Even leaving aside the memory problem, the problem of performance is evident. In
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pr| nciple, the dternatives of what caused the low performance obtained could be:

Low computing performance, when solving ead of the intermediate computations. This
problem is basicdly related to the performance in terms of computation of ead
computer.
Low communicaions performance, when sending and receving broadcast messages.
This problem is basicdly related to PVM and the interconnedion network. In this sense,
there ae two passhiliti es:

+ PVM does nat properly implement broadcast messages, or

« communicaions among user processes from different computers are highly

penalized in terms of performance with resped to the network interconnedion

cgpadty.

Figure 4.18 shows the speedup values obtained in the CeTAD locd network by the
sequential computation and communicaion agorithm, and computation overlapped with
communicaion agorithm, implemented by means of the PVYM message-passng library,
SegMsg(PVM) and OverMsg(PVM) respedively, for n = 3200, together with thase shown
inFigure4.12.
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Figure 4.18 Algorithms Speedupwith PVM in the CeTAD Network for n = 3200.

In this case, i.e. taking as reference the computing power of purmamarca to multiply the
square matrices of the order n =320Q
Once more, memory requirements in cf1 and cf2 make the parallel program running
possble and processes are cancdled by the operating system.
In the best of the cases, speadup values close to three are obtained when all the
estimations are higher for the same quantity of madines, including that which takes into
acount only the relative speals. Comp(rsf).
From the addition of tilcara in the paralel madine, the parale running time gets
worse, reading —with the ten madines- speedup values of approximately 1.33with the
algorithm that caries out overlapped computation and communicaions, and 1.23 with
the agorithm that caries out sequentiadl computation and communicaions,
OverMsg(PVM) and SegMsg(PVM) respedively.
Algorithms geedup estimations are very far from the values obtained.
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4.6.2 LQT Local Area Network

Figure 4.19shows the speedup values obtained in the LQT locd network by the sequential
computation and communicaion agorithm, and by the overlapped computation with
communicaion agorithm, implemented by means of the PVYM message-passng library,
SegMsg(PVM) and OverMsg(PVM) respedively, for n = 5000, together with those shown
beforein Figure 4.13.
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Figure 4.19 Algorithms Speedupwith PVM in the LQT Network for n = 5000.

Comparing these results with thase correspondng to CeTAD (Figure 4.17), the likelihood

isremarkable. Basicdly, the charaderistics of the speedup values obtained are the same:

- Almost no performanceis gained by using madines processng in parallel,
In most of the cases, adding machines to processin parallel implieslossof performance,
even though the computers and the size of the problem are very different form eadh
other. In consequence, these results confirm that there exists one or more problems and
that the problem/s are nat typica of the CeTAD locd network nor of the LQT locd
network.

Figure 4.20shows the speedup values obtained in the LQT locd network by the sequential
computation and communicaion agorithm, and the overlapped computing with
communicaion agorithm, implemented by means of the PVYM message-passng library,
SegMsg(PVM) and OverMsg(PV M) respedively, for n = 9000, together with those shown
in Figure 4.14. Similarities in terms of speadup values in relation to the CeTAD in a
similar context (Figure 4.18 are, once more, rather evident, despite the differences
between the machines and the size of the problem:

- Memory requirements impaosed by the parallel computation with PVM communicaions
routines make the operating system (when two computers are used, Iqt_07 and Iqt_06)
cancd one or severa proceses involved due to the ladk of memory. For this reason, the
graphic shows the speedupequal to ore for two computers for both algorithms.

Up to a given quantity of computers, speedupincreases. In this case, up to the addition
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of Igt_02for the sequential computation and communicaion agorithm, SeqMsg(PVM)
in the graphic, and up to the addition of Iqt_01 for the overlapped communicaions
algorithm with computation OverMsg(PV M) of the graphic.

The use of al the macdines does not improve the performance in relation to the
sequential solution aternative. The red speedupvalues when the six computers are used
are 1.3for OverMsg(PVM) and 1.08for SegMsg(PVM).
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Figure 4.2Q Algorithms Speedupwith PVM in the LQT Network for n = 9000.

Comparing the results shown in Figure 4.20 with those of Figure 4.19, some differences

can aso befound

- Some of the ohtained speedup values are rather closer to the estimated, at least for three
or four machines, i.e. when Iqt_07, Iqt_06 Iqt_02 and Iqt_07, Igt_06, Iqt_02 and
[qt_01are used respedively.
The algorithm that carries out computation overlapped with communications has better
performance than that which does nat try to make use of any overlay. The differenceis
slightly more than 30% when Igt_07, Iqt_06, Igt_02 Iqt_0landIgt_03 are used.

4.6.3 LIDI Local Area Network

Figure 4.21 shows the speedup values obtained in the LIDI locd network by the sequential
computation and communication algorithm, and those by the overlapped computation with
communicaion agorithm, implemented by using the PVM message-passng library,
SegMsg(PVM) and OverMsg(PVM) respedively, for n = 2000, together with those
previously shown in Figure 4.15. Like in the CeTAD and LQT networks in the
correspondng context (Figure 4.17andfigure 4.19):

Spealup estimations are rather far-off from the obtained values. From the utili zation of

four computers the differenceis even greder.

In genera terms, the addition of computers implies performanceloss the exceptions are

given for two or three computers since performance increases in thase cases when more

maaines are used.

103



Chapter 4: Experimentation Parallel Computingin Locd AreaNetworks

. Comp(Mf)

= Comp(rsf)

¢ OverMsg(Mf)

M SeqMsg(Mf)

X Mem (1=> ok)
“| o OverMsg(PVM)
| v SeqMsg(PVM)

<«

L]

lidipar14 +idiparl3 +idiparl2 +lidipar9 +lidipar8 +idipar7 +lidipar6é +idipar5

Figure 4.21: PVM Algorithms Speedupin the LIDI Network for n = 2000.

Unlike CeTAD and LQT networks:
The computing time is not worse than that of the sequential solution, despite the
tendency indicaes that, as the number of computers used increases, this situation can be
readed (with speedup \alues lessthan ore).

The performance loss is, as the number of computers used increases, rather more
gradual.

Figure 4.22 shows the speedup values obtained in the LIDI locd network by the sequential
computation and communication algorithm, and those by the computation overlapped with
communicaion agorithm, implemented by means of the PVYM message-passng library,

SegMsg(PVM) and OverMsg(PVM) respedively, for n = 3200, together with those
previously shown in figure 4.16.
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Figure 4.22 PVM Algorithms Speedupin the LIDI Network for n = 3200.
Even though the values obtained from the experimentation are not close to those estimated
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for the algorithms, it is the first time that higher speedup values are obtained in comparison
with at least the speedup values computed acording to the relative speeds. According to
Flgure4 22,it can also be said that:
In the best of the cases, given when lidipar14, lidiparl3, lidiparl2, lidipar9 and
lidipar 8 are used, the matrix multi plicétion is solved ten times faster than in lidipar 14
(it must be bea in mind that lidipar14 uses swap memory in order to solve this
problem).
From the inclusion of lidipar6, performance deaeases with bath algorithms, all of
which implies that both OverMsg(PVM) and SegMsg(PV M) are reduced.
“Superlinea” speadup values are obtained (greaer than the quantity of homogeneous
procesrs), since the reference time of the problem solved sequentialy in lidipar14 is
penalized in terms of performance by the use of the swap spaceduring computations, a
fad that can be dealy seenin Figure 4.8

The values obtained from the experimentation within the LIDI locd network seam to be
quite better than thase obtained from the experimentation in the CeTAD and LQT locd
networks. Beyondthe particular diff erences between the madcines — from the point of view
of the parallel computers that are built up with ead locd network-, the main differences
arel

The LIDI locd network isten times faster than that of CeTAD and LQT.

The paralel computer built with the LIDI locd network is homogenous, while baoth

CeTAD and LQT paralel computers are (very) homogenols.
Intuitively, the most important reason for which better results are obtained in the LIDI locd
network is the redly superior cgpadty of the interconredion network, even though more
datais apparently neaded to render amore justified explanation.

4.7 Execution Profiles in Local Aera Networks with
PVM

In order to be more predse abou parallel runnng times and the reasons for which speedup
estimations are so far off from those obtained, the same experimentations were carried out
but with a minimum of instrumentation so that:

- the part of the total running time used for paralel computation and the part used for
communicaions is clealy identified. This information is very useful for identifying
whether the problem is communicaions or nat;
the runnng state of ead process (locd network computer) is graphicdly identified
during ead running time instant. This type of information is more detailed than the
previous one, and is useful for identifying whether there exists some particular computer
produwcing agenera delay. For instance if for any locd reason a computer does not send
a broadcast message in the expeded time, the rest of the computers will be affeded
sincethey will not receveit.

Since experimentations are so numerous to show ead runnng time profiles, and what’s

more, they are mostly similar, the present work presents and explains the most significant
in eat of thelocd networks.
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4.7.1 CeTAD Local Area Network

Figure 4.23 shows the exeaution profile when using the five best machines of the CeTAD
locd network for a parallel matrix multiplicaion of 2000<2000 elements with the
sequential computation and communicaions agorithm, where:

Thetime gpeasin semnds.

At every timeinstant, ead computer can be:

+ running apartial computation, shown as“Computation” in the graphic;

+ sending or receving a broadcast message, shown as “Bcasts’ in the graphic, and
during which computations canna be caried out and thus, in order to go onwith
the computation, the finali zation d the broadcast must be “waited”.

Bcasts identifies ead broadcast message, in which a processrun in a computer sends
data to the rest (in this case, to ancther four processes) that are run in the rest of the
computers (four computers).

Sincein PVM the delivery of all the messages is overlapped with computations, when a
broadcast is sent simultaneously, a partial computation period of the result matrix is
caried ou.
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Figure 4.23 SegMsg(PVM) Profile with Five Madiines and n = 2000in CeTAD.

Beyond some particular detail s of the running time, it can be clealy naticed that during
most of ead computer’s running time, the finalization of a broadcast message is awaited
(more predsely, the reception o a broadcast message from another computer).
Table 4.4 shows the summary information of the parallel program running that corresponds
to the running profil e of Figure 4.23,where:
- Name identifies the name of the computer used.
Rows identifies the quantity of rows of the result matrix assgned to ead compuiter,
which is propartional to the relative speed of ead computer in relation to the paral el
computer.
Tot. Comp. identifies the quantity of locd running time during which operations with
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floating point numbers have been exeauted.

Per It. identifies the quantity of loca running time of a computation step (operations
with floating point numbers).

Tot. Msg. identifies the quantity of locd running time using the wait of the broadcast
message finalization (one delivery and four receptions, since there is a total of five
computers).

Name Rows ' Tot. Comp. Perlt. Tot. Msg.
purmamarca 555 15,17 3,03 68,29

cfl 426 15,05 3,01 68,39
cf2 426 15,59 3,12 67,80
sofia 394 17,00 3,40 65,22
fourier 199 15,25 3,05 55,91

Table4.4: Summary of SegqMsg(PVM) with Five Madiines and n = 2000in CeTAD.

Figure 4.24 shows the running profile when all the macines (ten) available in CeTAD are
used. In addition, and from what the graphic shows, it is clea that most of the runrning time
is gent in messages.
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Figure 4.24 SeqMsg(PVM) Profile with Ten Madines and n = 2000in CeTAD.

Figure 4.24 @& so shows quite dealy that both the first broadcast - sent from purmamarca -
and the sixth - sent from Josrap - use more transmisson time than the rest. But even if
these two messages use the average communicaion time used by the rest, the total
communicaion time is still dominated by communicaions. In consequence, the first
problem to be solved acarding to these two running profiles just described (Figure 4.23
and Figure 4.24) isthe excessve coommunicaiontime.

Table 4.5 shows the summary information of the parallel program running that corresponds
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to the running profile of Figure 4.24,where the relative weight of communications can be
quantified more dealy in relationto the computation (Tot. Comp.)

Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 454 12,35 1,24 255,78
cfl 349 12,44 1,24 255,75
cf2 349 12,48 1,25 255,31
sofia 324 12,21 1,22 255,05
fourier 164 12,85 1,28 255,22
Josrap 142 12,24 1,22 256,03
tilcara 104 13,29 1,33 254,94
paris 48 12,08 1,21 255,01
cetad 38 12,84 1,28 254,16
prited 28 13,68 1,37 236,92

Table4.5 Summary of SeqMsg(PV M) with Ten Madiines and n = 2000in CeTAD.

The situation does not vary much when the communications algorithm overlapped with
computationis used, as Figure 4.25shows.
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Figure 4.25 OverMsg(PVM) Profile with Five Madines and n = 2000in CeTAD.

In brief, Figure 4.25shows the running profil e when using the CeTAD locd network’s five
best machines for a parale matrix multiplicaion of 2000x2000 elements with the
overlapping computation and communications algorithm. Also in this case, during most of
the running time of ead computer, the finali zation of a broadcast message (more predsely,
the receotion d a broadcast message from another computer) is expeded. The total running
time of OverMsg(PVM) is less than that of SeqMsg(PVM), due to the overlapping that
partially masks the weight of the communicaion time. The running summary shown in
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Table 4.6is similar to that shown in Table 4.4, even though the communicaion times are
inferior, since part of the time of ead broadcast message is overlapped with locd
computation.

Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 555 15,20 3,04 55,97

cfl 426 17,07 3,41 53,54
cf2 426 17,31 3,46 49,44
sofia 394 16,50 3,30 53,78
fourier 199 16,18 3,24 44,97

Table 4.6: Summary of OverMsg(PVM) with Five Machines andn = 2000in CeTAD.

When the maximum size that can be solved in the computer with highest computing
cgpadty within CeTAD —i.e. n = 3200- istaken as reference, the charaderistics in terms of
running and performance profiles are still the same. Figure 4.26 shows the exeaution
profile when using the seven best madines of the CeTAD locd network for a paral el
matrix multiplicaion of 3200« 3200, with the overlapping computation and
communicaions agorithm.
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Figure 4.26 OverMsg(PVM) Profile with Seven Madhines and n = 3200in CeTAD.

Table 4.7 completes the information of Figure 4.26 with the summary of the exeaution,
showing, in ead computer:

the quantiti es of assgned rows (Rows).

the total computing and communication times (Tot. Comp. and Msg. Tot.).

the time dedicaed to locd computationin ead iteration (Per. 1t.).
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Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 771 53,36 7,62 365,40
cfl 593 88,55 12,65 330,97
cf2 593 89,01 12,72 330,66
sofia 549 53,26 7,61 365,44
fourier 276 62,05 8,86 356,99
Josrap 242 51,96 7,42 367,13
tilcara 176 65,33 9,33 316,02

Table 4.7 Summary of OverMsg(PVM) with Seven Madhines and n = 3200in CeTAD.

Figure 4.27 and Table 4.8 show al that is related to a 3200<3200-element matrix
multiplication in parallel, with the overlapped computation and communicaions using the
ten machines available in CeTAD.
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Figure 4.27. OverMsg(PVM) Profile with Ten Madiines and n = 3200in CeTAD.

It is redly interesting to compare the detail s in terms of computing time (Tot.Comp.) and
communicaion time (Msg. Tot) shown in Table 4.7 and Table 4.8. The total time
computing average in ead computer is of approximately 66.22 seaonds when the seven
computers with highest computing capadty of the CeTAD are used. When al the
computers are used, this average is of approximately 53.5semnds. In principle, it shoud
not happen the same with communicaions becaise, in al the caes, al the data of matrix B
must be transferred among the computers (via broadcast messages) and, thus, the
communicaion time shoud be kept more or lessinvariant. Thisis based onthe assumption
that eat broadcast message implementation among processes takes the utmost advantage
of the Ethernet network broadcast capadty, in which there shoud be at least a minimum
increase of time due to the highest quantity of receving processs of eat of the messages
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to be caried out. However, the total communication time average when the seven best
computers of CeTAD are used is of 347.52seconds, and when all the computers areused is
of 676.14semndks, i.e. Amost twicethe time necessary to transfer the same data.

Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 726 49,16 4,92 685,10
cfl 559 63,12 6,31 671,01
cf2 559 63,72 6,37 670,37
sofia 518 48,72 4,87 683,82
fourier 261 50,20 5,02 684,24
Josrap 228 48,08 4,81 686,53
tilcara 166 52,02 5,20 682,36
paris 77 50,20 5,02 682,36
cetad 61 52,03 5,20 680,20
prited 45 57,78 5,78 635,42

Table 4.8 Summary of OverMsg(PVM) with Ten Madines and n= 3200in CeTAD.

Since the performance problem is given by communicaions, it is convenient to keep on
analyzing in more detail the communication times, and in this sense, the summaries of the
paralel runnngs can offer more information. As previously mentioned, for a given size of
matrices, the quantity of data to be communicated between computers is the same and
independent of the quantity of computers used in parallel. From the point of view of the
messages, the data of matrix B (C=AxB) shoud aways be transferred among all
computers.

Acoording to Table 4.4, eath computer spends an average of 65.12 semnds to
communicae data of matrix B with the nonoverlapped computation and communicaion
algorithm in five computers. According Table 4.5, when the ten computers are used (the
same algorithm and the same matrix sizes), the average time of is 253.42semnds. Even
though the absolute values are completely different, the general situation does not sean to
change much with the algorithm designed to overlap communicaions with locd
computation and for matrices of order n = 3200. According to Table 4.7, the
communicaion average time is of 347.52secmnds when seven computers are used, and
acording to Table 4.8, the total communicaions time is of 676.14 secmnds when ten
computers are used.

Table 4.9 shows a summary of what happens with communicaions in terms of
performance given in MB/s (2%° bytes per seaond) with the data of the previously
mentioned tables, where
- n isthe order of the matrices to be multiplied (an the order of matrix B transferred
among madines)
Comp. Number is the number of computers used in paralel and in which the code to
obtain communicaion times, among many, was instrumented.
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Algorithm indicates the parall el algorithm used.

Timeisthe average locd time used for communications.

MB/s indicaes the performance of the interconredion network in Megabytes (220
bytes) per seaond, computed acrding to matrix B’s transference time (the only to be
transferred among computers).

n  Comp. Number Algorithm  Time MB/s
2000 5 SegMsg 65.12 0.23
2000 10 SegMsg 253.42 0.06
3200 7 OverMsg 347.52 0.04
3200 10 OverMsg 676.14 0.02

Table 4.9 Communicaions Performancein CeTAD.

The two most important conclusions as regards communicaions performance using the

data of Table 4.9 are that

1. In generd, it is redly low, since in the best of the cases, less than the 25% of the
maximum theoreticd capadty of the interconredion retwork is used.

2. For a given data quantity to be transferred, the higher the number of computers used the
lower the performance

4.7.2 LQT Local Area Network

Both ead algorithm runnng profiles and the summaries of the computing and messages
runnng times are redly similar to thase shown in the CeTAD. It is clea that they do nat
coincide in absolute terms due to the differences as regards computers and matrix sizes
used to cary out the processng. What is significantly similar is the “behavior” in terms of
performance of the various parallel madines, and their consequent conclusion in terms of
the problem to be solved: that of communications.

Figure 4.28 shows the running profiles that correspondto the best paralle time used to
solve a 500x5000 element matrix multiplication. This is obtained with the overlapped
computation and communicaion algorithm using threecomputers. It isinteresting to notice
two relevant aspeds from the running profile of Figure 4.28
Communicaions overlay with locd computation is used quite effedively. More
spedficdly, computers that recave broadcast messages sent from Iqt_06 and Iqt_02
wait for these data alittl e more than what is expeded.
Almost al the communication time affeding the total runnng time is that of the first
broadcast, for which machines have to wait in the first place i.e. that sent from Igt_07
andrecaved inlqt_0O6andlqt_02
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Figure 4.28 OverMsg(PVM) Profile with ThreeMacdines and n = 5000in LQT.

Table 4.10 shows the summary of the parallel running correspondng to the profile of
Figure 4.28.

Name Rows | Tot. Comp. Perlt. Tot. Msg.
Iqt_07 1808 148,87 49,62 90,60
Iqt_06 1807 149,06 49,69 90,34
Iqt_02 1385 175,20 58,40 70,66

Table4.10 OverMsg(PVM) Summary with ThreeMadines and n = 5000in LQT.

As drealy explained with the speedup values obtained by the algorithms, performance gets
worse when more madines of the LQT locd network are used. This can be clealy seenin
Figure 4.29, which shows the running profile of a 500x5000 element matrix
multi pli cation using the overlapped communications and computing algorithm and all the
avail able ommputers of LQT.

Figure 4.29 evidently shows that there is a computer in particular that behaves diff erently
from the rest, or at least that the broadcast message sent from Igt_01 uses a transmisson
time significantly higher than the rest.

Once more, as when the same situation was identified in the CeTAD locd network (Figure
4.27), it must be said that, even if this broadcast used the average communicaiontime used
by the rest, the total communicaion time would still be dominated by the sum of the times
used for communications.
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Figure 4.29 OverMsg(PVM) Profile with Six Computersand n=5000en el LQT.

Table 4.11 shows the summary of the 5000«5000 elements matrix multi pli cation runnng
using the overlapped communications and computing algorithm and all the computers
availablein LQT inrelationto Figure 4.29.As previously identified with the computers of
CeTAD, the communication time is what changes significantly in terms of performance
This behavior is verified in LQT, comparing the column that shows the times used for
communicaions in ead madine (Tot. Msg.) of Table 4.10and that of Table 4.11.When
more machines are used, the transmisson of the same quantity of data (B matrix’s
elements) among computers takes much more time.

Name Rows Tot. Comp. Perlt. Tot. Msg.
Iqt_07 1089 89,21 14,87 657,71
Iqt_06 1089 89,15 14,86 657,57
Iqt_02 835 109,13 18,19 637,87
Igt_ 01 811 174,52 29,09 572,56
Iqt_03 589 92,79 15,47 654,50
lqt_04 587 102,52 17,09 592,84

Table4.11 Summary of OverMsg(PVM) with Six Madines and n = 5000in LQT.

In the case of the matrices of order n = 9000, the situation in terms of performance is
similar. Figure 4.30havs the running profil e correspondng to the best parall € time used to
solve a 900x9000 element matrix multiplication. This time is obtained with the
overlapped computing and communicaion algorithm using the four computers with highest
computing cgpadty.
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Figure 4.3Q Profile of OverMsg(PVM) with Four Computers and n = 9000in LQT.

Once more, as more madines are used to solve the same problem (a matrix multi pli cation
of 900x9000 e ements), with the same algorithm (that solves overlapped communicaions
with locd computation), the performance worsens and the total running time is greder.
Figure 4.31 shows the running profil e to solve a 9000«9000 element matrix multi plication
in paralel using al the available computers of LQT and the overlapped computing and
communicaion agorithm. In this case, the summaries of the exeaution are not shown, even
though they are nothing but the confirmation of the apparent conclusions made from Figure
4.29 and Figure 4.3Q the loss of time is due to the excessve communicaion time when
more computers are used.
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Figure 4.31 Profile of OverMsg(PVM) with Six Computers and n = 9000in LQT.

Spedficdly as regards communicaions performance, when analyzing the runnng time
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values for matrices of order n = 5000 (shown in Table 4.10and Table 4.11), and of order

n=9000(nat spedficdly shown), it occurs the same ain the CeTAD locd network:

1. Itisgeneraly very low.

2. For a data quantity to be transferred, the higher the number of computers, the lower the
performance The time necessary to carry out a broadcast increases linealy with the
number of computersinvolved.

4.7.3 LIDI Local Area Network

In the LIDI Locd Network the previous results are confirmed, though with a difference
given by the best performance of the interconredion network — ten times better than that of
the CeTAD and LQT locd networks. In this sense, the running profil es (and the summaries
of computing and communication times) show that:
Unlike the CeTAD and LQT locd networks, the communicaion time has not such an
important weight in the total time of the parall el programs.
Likein the CeTAD and LQT locd networks, the communicaion time increases notably
as more cmputers are used to solve asame problem.

As an example, Figure 4.32 shows the exeaution profile of the paralel program with
sequential computation and communicaions using four computers to solve a multi plicaion
of matrices of order n = 2000.
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Figure 4.32 Profile of SeqMsg(PVM) with Four Computers and n = 2000in LIDI.
In addition, Table 4.12 shows the summary of the parallel program running with sequential

computation and communicaions using four computers to solve a multiplicaion of
matrices of order n =2000.
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Name Rows Tot. Comp. Perlt. Tot. Msg.
lidiparl4 500 7.25 1.81 6.30
lidiparl3 500 7.29 1.82 6.16
lidiparl2 500 7.26 1.81 6.31
lidipar9 500 7.24 1.81 5.24

Table 4.12 Summary of SeqMsg(PVM) with Four Machines and n = 2000in LIDI.

Figure 4.33 and Table 4.13 show the profile and the summary of the paralel program
runnng with sequential computation and communicaions using al the computers to solve
amultiplicaion d matrices of order n = 2000.
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Figure 4.33 Profile of SeqMsg(PVM) with Eight Computers and n = 2000in LIDI.

Name Rows | Tot. Comp. Perlt. Tot. Msg.
lidiparl4 250 3.78 0.47 13.49
lidiparl3 250 3.75 0.47 13.52
lidiparl2 250 3.73 0.47 13.54
lidipar9 250 3.74 0.47 13.54
lidipar8 250 3.73 0.47 13.55
li dipar7 250 3.74 0.47 13.54
li dipar6 250 3.72 0.46 13.56
lidipar5 250 3.73 0.47 12.08

Table4.13 Summary of SegMsg(PVM) with Eight Madines and n = 2000in LIDI.
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From the values shown in Table 4.12,it is clea that eath computer uses slightly more time
inlocd computation than in communications. The situation changes when eight computers
are used, such as Table 4.13 shows, since eaty computer uses for communicdions an
average more than threetimes the time used for locd computation.

It isinteresting to natice what happens when a multi pli cation of matrices of order n= 3200
is solved. Figure 4.34 and Figure 4.35 show the exeaution profiles of the parallel program
with sequential computation and communications that solve a matrix multiplicaion of
order n= 3200using four and eight computers, respedively. It is evident that the runnng
time with four computers is rather greaer than the runnng time with eight computers,
though this does not asaure onits own the performance accetability.
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Figure 4.34 Profile of SegqMsg(PVM) with Four Computers and n =3200in LIDI.
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Figure 4.35 Profile of SegMsg(PVM) with Eight Computers and n=3200in LIDI.
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Table 4.14 shows the summary of the running times correspondng with the profile of
Figure 4.34,and Table 4.15 shows the summary of the runnng times correspondng to the
profile of Figure 4.35.

Name Rows Tot. Comp. Perlt. Tot. Msg.
lidiparl4 800 30,20 7,55 55,40
lidiparl3 800 43,00 10,75 42,79
lidiparl2 800 43,24 10,81 49,37
lidipar9 800 38,20 9,55 44,69

Table4.14 Summary of SegMsg(PVM) with Four Madines and n = 3200in LIDI.

Name Rows Tot. Comp. Perlt. Tot. Msg.
lidipar14 400 14,97 1,87 35,13
lidiparl3 400 14,98 1,87 35,12
lidipar12 400 14,97 1,87 35,13
li dipar9 400 14,94 1,87 35,17
lidipar8 400 14,95 1,87 35,16
lidipar7 400 14,98 1,87 35,14
li dipar6 400 14,89 1,86 35,22
lidipar5 400 15,01 1,88 31,47

Table4.15 Summary of SegMsg(PVM) with Eight Madines and n = 3200in LIDI.

In addition, as shown in Figure 4.34, there are computing periods that are substantially
greaer than others. More spedficdly, in computers lidipar 13, lidipar 12, and lidipar9, the
computing period after the broadcast message’'s delivery is greder than al the remaining
locd computing periods. Due to the very definition of the algorithm, in all the computing
periods the sametask is carried ou, and thus the computing time shoud be the same.

One of the main reasons for a computer to have a lesser performance (assuming that the
same predsetask is caried out, asin this case) is the use of the previously mentioned swap
memory. Consequently, the most acceptable explanationis entirely related to the memory.
Since PVM isused in order to carry out a broadcast message, ead communication routine
has its own overheal (aggregate memory requirement), basicdly for the storage of
messges in buffers (intermediate memory), which PVM, in turn, transfers among
madhines. In general, it can be accepted that the quantity of extra memory in this senseis,
at the very least, equal to the data quantity transferred. This memory overhead reduces the
avail able main memory and, thus, the swap memory spaceis used. In fad, this creaes a
reduction d the performance of
Computation, since part of the datato be processed might be assgned in swap memory.
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Communications, since part of the data to be transferred might be assgned in swap
memory.
And, for this reason, the computing periods posterior to a broadcast are “slower” than the
rest.

Unlike what has happened in CeTAD and LQT Locd Networks, the total average
communicaion time is quite higher for four machines than for eight, al of which can be
proved with the data of Table 4.14and Table 4.15,respedively.

The exeaution profile and summary for the same problem but with six madines (Figure
4.36 and Table 4.16 demonstrate that the performance problem is related to that of
memory becaise

All the computing periods in all the computers use approximately the same runnng

time.

Thetotal communicaiontimeislesser than for four and eight computers.
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Figure 4.36 Profile of SegMsg(PVM) with Six Computers and n = 3200in LIDI.

Name Rows | Tot. Comp. Perlt. Tot. Msg.
lidiparl4 534 19,99 3,33 25,53
lidiparl3 534 19,98 3,33 25,53
lidipar12 533 20,75 3,46 24,89
li dipar9 533 20,73 3,46 24,91
lidipar8 533 20,75 3,46 24,90
lidipar7 533 20,77 3,46 21,68

Table4.16 Summary of SegMsg(PVM) with Six Madiines and n = 3200in LIDI.
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4.8 Real Performance of Local Networks using
11 UDPH

Since the performance problem is creaed amost exclusively by communicaions, spedfic
tests were caried out in order to evaluate the performance of broadcast and point-to-point
messages using the PVM library. Though the results appea in detail in Appendix C, the
main conclusions are;
The ways of sending a same message to more than one target processwhen ead process
is asdgned to a different machine are implemented with multiple point-to-point
messages. Both
+ the multicast operation ,pvm_mcast(), and
+ the broadcast operationin agroup,pvm_bcast(),
imply that, at least, the same message is sent m times from the origin computer (where
the process sending the message is running) towards the m macdiines where there is at
least onetarget processof the message. If, for instance a broadcast or multi cast message
has five receptors and eat of these receptor processs is being run in a different
madhine (and diff erent from the macdine in which the processthat sends the message is
being run), the total time of the message will be approximately five times the time of the
same messageif it is ent to another processrunin ancther macine.
Messages latency time depends on their origin and target computers. However, for
larger messages, the latency time is not relevant in relation to the data transference time
and, thus, the total message time is independent of the madines that communicate
among themselves.

The propaosed broadcast communication routine is oriented to the utili zation of the physica

charaderistics (spedficdly broadcast) of the Ethernet networks which the communication

library (PVM) does not use. The dired consequence is that the broadcast communicaion

time with PVM will be much higher than the expeded and, thus, the results are nat so good

in terms of total performance In this sense, there exist several aternatives, being the

foll owing the two most important:

1. To use another message passng library, such as some MPI implementation (usually
suggested for this type of parall el architedures).

2. To implement a broadcast message routine (and, eventually, a whade colledive
communicaion library) to explicitly use the Ethernet networks' broadcast cgpaaty.

A priori, the use of another message passng library has a fundamental drawbadk from the
point of view of the performance, or from that of “prediction” of broadcast messages’ good
performance In the spedfic case of MP, it is clea that the performanceis independent of
the implementation. More spedficdly, the implementation would be that which determines
the degree of utili zation of the Ethernet networks charaderistics for broadcast messages.
In this sense, MPI and particularly al its implementations share a certain degree of
uncertainty in relation to the broadcast message performance with the rest of the message
passng libraries, including PVM. In this cese, the difference are the spedfic
experimentations caried out, which have determined the broadcast (and muilticast)
message performance charaderistics for PVM, and not for the remaining libraries. In fad,
it is quite difficult for message passng libraries to be to optimized with the charaderistics
of the Ethernet networks snce
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In general, libraries are propcsed, ore way or the other, as dandards for message passng
paralel madines and, thus, there is no sense in orienting them towards a spedfic type
of interconredion networks. In fad, both PVM and MPI have been implemented for
different types of parallel madines and, thus, there is no sense in orienting them a
priori to Ethernet interconredion retworks.

In general, libraries provide a large quantity of communication routines. Even though
we can as®rt that for point-to-point process communications the primitive send —
recave are theoreticdly enough, it is aso true that there exists a grea variety of
communicaion routines that are considered useful and even necessary in some cases.
Perhaps, the most clea example in this resped is the very definition of the MPI
standard. In this context, it is very difficult to orient or optimize one or one type of
communicaion routine for one or one type of interconredion network withou
prodwing a library excessvely costly (in terms of development, maintenance etc.)
and/or too spedfic.

For these reasons, a broadcast message routine among user processes was chaosen to be
implemented with a set of design and implementation premises, so that:
It makes use of the very broadcest of Ethernet networks, and in this way can be
optimized in terms of performance Since the agorithm depends exclusively on
broadcast messages, making use of the Ethernet networks broadcast automaticdly
credes a good expedation in terms of scdability becaise the communicaion time is
expeded to be kept and nd increased propationally to the number of computers used.
It is simple enough so as to nat impose atoo heary load in terms of implementation and
maintenance In addition, it is clea that the simplicity per se largely contributes to the
optimal performance. On the other hand, the propasal is spedfic enowgh to make the
implementation simple.
With the maximum paossble portability, it could be used —if possble- even in the
context of interconredion retworks that are not Ethernet.
It can be implemented and install ed from the user mode, withou changing the operating
system (kernel) and withou the necessty to obtain spedal licenses (superuser). It is
common to obtain the best results in terms of performance adapting the kernel and/or
with the posshbility of handling the processes priorities, such asin [31] [25] [GAMMA].
These posshiliti es are discarded since

+ In genera, freeuse libraries do nat employ these charaderistics and, thus, it
would be like changing the parallel software development context. Basicdly, a
user that has always used PVM has never had, nor has, any reason for obtaining
spedal priorities nor even changing the very operating system.

+ Theorigina propcsa is direded to installed computers networks and, thus, eat
computer does not necessarily consider parallel computing as single and/or main
objedive. In fad, different administrators can be used in parall el for ead of the
computers and this prodwces, at least, a multiple administration work that in
general isnaot essy to solve.

It could eventually extended to awhale coll edive communicaions library, such as those
proposed in [15] [14] [16], thowgh oriented spedficdly to Ethernet interconreded
networks.

Most (if nat all) the previous premises are fulfilled when the complete broadcast routine
design and implementation is based on the UDP standard protocol (User Datagram
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Protocol) [95] over IP (Internet Protocol) [96] since
UDP al ows to send a same datum or set (padkage) of data to multiple targets at auser’s
applicaionslevel.
Such as proved in al the machines used, the implementation of the UDP protocol takes
dired advantage of the Ethernet networks broadcast cgpadty.
In principle, it seams reasonable that the broadcast diredly implemented as a part of the
UDP protocol has a better performance than that implemented by a user. If, for instance,
there exists the posshility of using UDP in an ATM network, it is very likely that UDP
broadcast will be better (in terms of performance) than the patentially implemented by
user processes. Even though the performanceis not taken into acount, whenever there
exists a UDP protocol implementation, the propaosed broadcast will be capable of being
employed, independently of whether the interconredion retwork is Ethernet or not [93].
The user’ s interfaceprovided by the sockets is simple enough and highly extended to all
the versions of UNIX, so as to simplify the broadcast routine implementation, even
when problems related to process synchronization (in a same or different computers)
and communicaions reliability are to be solved.
UDP, TCP and IP protocols are easily usable from user processs, at least in the
standard computers of the install ed locd networks.

To summarize, there exists a new broadcast message routine based on UDP and portable to
a least al the UNIX versions used in al the locd networks over which the
experimentation is caried out. With this new broadcast message routine the same
experiments are caried ou again and the results appea in the next subsedions.

The results of the experimentation show several charaderistics not previously found. The
appeaanceof most of these dharaderisticsis given hy:
The markedly superior performance of the broadcast based on UDP in relation to that of
the PVM library. This makes the communication time comparable (at least in the same
order of magnitude) to that of computation, and thus ead computer’s computing
performance is important given its weight in the total running time. Up to the present
moment, the communicaion time has been so high that al or most of the paralléel
running timeis basicdly given by communications.
Computers heterogeneity, which in itself contributes with an important innowation
degreeto what is generally shown with resped to parall el madines performance

Since now heterogeneity -and, more spedficaly, the differences in computers' computing
performance - bemmes relevant, most of the new charaderistics appea in the CeTAD
locd network becaise it is the most heterogeneous of the three over which the
experimentation hes been ou.

In general, some of the charaderistics that appea in the CeTAD locd network can also be
foundin the LQT and LIDI locd networks or they just do not appea. At the most, the
influence of the computing requirements is enhanced in the case of the LQT locd network,
when the problems to be solved are (or could be) bigger due to the higher quantity of
avail able memory. For this reason, the experimentation results in the CeTAD locd network
will be explained with the highest, possble degree of detail; and, in the case of the other
two locd networks, the differences in terms of “behavior” will only be dedt with always
from the performancepaint of view.
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4.8.1 CeTAD Local Area Network

With the am of presenting and discriminating even better the results of the
experimentation in the CeTAD locd network, the whole analysis of the data obtained is
divided in two subsedions that follow the size of the problem. The first sedion is
dedicated to the speedup results taking as reference the running time of the matrix
multi plication of order n = 2000.Then, the speedup results taking as reference the running
time of the matrix multi plicaion d order n = 3200are subsequently analyzed.

4.8.1.1 Matrices of 2000x2000 Elements

Figure 4.37 shows the speadup values obtained in the CeTAD locd network by the
algorithms implemented using UDP, SeqMsg(UDP) and OverMsg(UDP) for matrices of
order n = 2000together with those previously shown in Figure 4.17.
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Figure 4.37 Algorithms Speedupwith UDP in the CeTAD Locd Network for n = 2000.

As it can be seen in Figure 4.37, the performance of the algorithms SegMsg(UDP) and
OverMsg(UDP) —the only added in relation to those shown in Figure 4.17— varies
depending on the number of computers used. This variation of the algorithms does not
sean, a priori, to be related. Initially, the algorithm’s results with the sequentia
computation and communicéion periods, SeqMsg(UDP), will be analyzed in detail from
threepaints of view:
- The relation of the obtained performance results with those obtained using the PVM
communicaion library.
The agorithm’s capability of using to the utmost the machines computing capadty, in
the computing periods.
The algorithm’s cgpability of using to the utmost the communicaion network cgpadty,
in the communicaion period.
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Then, the same kind of analysis of the result (in general, aways from the performance
point of view) will be caried out with the algorithm oriented to the use of the capadty of
overlapping computation with communications, OverMsg(UDP).

SeqM sg(UDP). The agorithm that caries out the computing and communication periods
sequentialy, SegMsg(UDP), is nat far off the estimation of the correspondng maximum
speedup, SegMsg(Mf), at least until the ten avail able machines are used.

Table 4.17shows the runnng summary when six macines are used to multi ply 2000«2000
element matrices with this agorithm. Comparing the values appeaing in Table 4.17 with
those shown in Table 4.4 — in which the only difference is that the broadcast routine
prowded by PVM isused -, it can be naticed that:
In terms of locd computlng time, they are very similar; when PVM is used, the total
average is of 15.61semnds, and with the routine diredly based on UDP, the average is
of 14.31semnds.
Communication times are completely different; when PVM is used, the total average is
of 65.12semnds, and with the routine diredly based on UDP, the average is of 15.69
sewnds, dlightly more than four times leser.

Name Rows | Tot. Comp. Perlt. Tot. Msg.
purmamarca 555 14,15 2,83 15,89
cf1 426 14,14 2,83 15,86
cf2 426 14,09 2,82 15,91
sofia 394 14,40 2,88 15,71
fourier 199 14,78 2,96 15,08

Table 4.17 Summary of SeqMsg(UDP) with Five Machines and n = 2000in CeTAD.

The difference in communicaion times is evidently given by the way PVM solves the
broadcast messages. multiple point-to-point messages among the involved computers. But
beyond the comparison with the implementation based on PVM, it is necessary to prove if
eath computer is used to the maximum of its capadty, and if the interconnedion network
is used with optimum performance This analysis will be caried out for the case in which
ten computers are used, since the performance deaeases and the reasons for this
performance degradation can be more dealy seen.

Table 4.18 shows the running summary when all the madines (ten) are used to multiply
matrices of 2000«2000€elements with the algorithm that carries out sequential computation
and communicaion, SeqMsg(UDP). Comparing the values of Table 4.18with those of the
prevloustable it can be noticed that:
In terms of computing, there are nat so many changes since the five added computers
have, in faa, redly low computing cgpadty in relation to the total of the remaining. The
total procesdng quantity of the computers is diredly propationa to the quantity of
assgned rows, which in turn is given by ead computer’s relative speed, and the first
five macdhines arein charge of the 82% of the total.
The communicaion time has increased from 15.69seconds with five macdines to 21.2
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semnds with ten madines, representing a pendization in the communicaions
performance of more than 35%. Evidently, a 35% of degradationin the communicaions
performanceis much better than the 500% implied when using PVM, though, anyway, it
seans rather elevated. Withou being too spedfic with resped to what happens with
broadcast messages in performanceterms, it can be said that:

+ Asmore processs are involved in coll edive communicaions and, in particular,
in broadcast messages, a higher penalization in performance terms is expeded.
When all the processs are run in different computers, and the computers are
interconreded with an Ethernet network of 10 Mb/s, the degradation will still be
even greder.

+ The computers that are added are relatively much slower than the remaining.
Even when the transference cgpadty of the network interfacecardsis of 10 Mb/s
independently of the computers in which they are installed, it has been proved
that, at least experimentally, messages latency time depends on the madines
computing cgpadty. As the number of computers increeses, the size of messages
deaeases and, thus, the relative importance of the latency time in eadh
message’ stotal time increases as well .

And these fadors (more maciine and higher communicaion latency times) are
combined so as to read dlightly more than 35% of the communicaion performance
penali zation.

Name Rows | Tot. Comp. Perlt. Tot. Msg.
purmamarca 454 11,81 1,18 21,63
cfl 349 11,84 1,18 21,58
cf2 349 11,82 1,18 21,60
sofia 324 11,97 1,20 21,48
fourier 164 12,67 1,27 20,72
Josrap 142 12,10 1,21 21,43
tilcara 104 12,08 1,21 21,27
paris 48 11,59 1,16 21,53
cetad 38 11,98 1,20 21,03
prited 28 12,65 1,27 19,75

Table 4.18 Summary of SeqMsg(UDP) with Ten Madines and n = 2000in CeTAD.

At this point, the performance of this interconredion network can be anayzed for
broadcast messages when five and ten machines are used. It shoud be reminded that, in all
the cases, the total quantity of data to be delivered is given by the quantity of matrix B’s
elements (C = AxB). In the case of matrices of order n = 2000 with simple predsion
floating point numbers, the quantity given in bytes is exadly 4x200G. From the
performance point view, then:

When the five computers with highest computing cgpadty of the CeTAD are used, the

total communicationtime in eat machine s, in average, 15.69semnds. This represents

a red bandwidth among processs of dightly more than 8Mb/s. Consequently, there
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exists lessthan 20% of pendlization in relation to the absolute hardware’ s maximum in
the mmunicaion d broadcast messages among processs.

When dl the computers of CeTAD are used, the total communication time in ead
madhineis 21.2semnds in average. This represents a red bandwidth between processes
of dightly more than 6 Mb/s. Thus, there exits a penalization of 40 % less than the
maximum hardware ésolute in broadcast messages’ communication among processEs.

Messages time metrics has hitherto been simplified by assuming that the time dedicaed to
data transference among computers is equal to the waiting time in communicaing data in
ead computer. However, it is necessary to remember that the ead computer’s algorithm
communicaion time is in fad the time to be waited until a broadcast messge is
completed. This means that all processng load unbalance makes some computers wait
more or lesstime for the data. For instance, Table 4.18 shows that computers with more
time dedicated to computation - fourier and prited - have less communication times
becauise, in fad, part of the communicaion time courted on the rest of the computers is
this “extra” computing time used by computers to process matrix data. Since load
unkalance in terms of computing time does not read the 10% of this time, it is not
discriminated (at least, for the moment) as diff erent from the mmmunicaiontime.

Apart from considering the communicaion performance, it is evident that the assesanent
of two aspeds influencing paralel performance can also be considered: computing
performance of eah madine in particular, and the real load balance of the paralléel
madine.

L ocal-sequential computing performance of SeqMsg(UDP). From the point of view of
eath macdine's computing performance we shoud analyze how much penalization is
imposed in relation to the maximum processng cgpadty due to the use of computers in
paralel. In this sense, the most important fador to be identified or quantized might be the
communicaion “interference” over eat computer sequential computing performance. In
other words, from the performance point of view, it is not the same to only compute-
processdata as to carry out computing periods and communication periods. It is clea that,
for instance the cade memory must be shared or used during all the periods and, thus, it is
not the same to make a whole matrix multiplicaion as to process a third, communicate
data, processthe seacondthird, communicae data, and processthe last third.

When there are heterogeneous maaines, the impad of communicaions in the computing
performance will not be necessrily the same. Using the example of the use of cade
memory, the impad on the computing performance can be diff erent in principle, depending
on the size of the cadie memory. Appendix A shows the grea variety of sizes and types of
cade memory of CeTAD’s machines.

Each computer locd performance can be assessd by using the values that sum up the
pardlel runnng for five and ten data madiines in Table 4.17, and in Table 4.18,
respedively. Table 4.19 shows the Mflop/s of ead macdine when the parall éli zation of a
2000x2000 eement matrix multiplication in five @mputers with the dgorithm SegMsg(UDP)
is considered. Table 4.20shows the Mflop/s when all computers are used. It isimportant to
naoticethat:

The performance in eat computer remains invariant as more madines are added and,
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thus, as granularity deaeases. It must be recdled that increasing granularity implies
increasing the quantity of messages for this algorithm and, thus, there exists more
guantity of computing periods during which lessquantity of operations are caried ou.
Each computer performance is quite nea to the optimum, taking as optimum that
obtained when only sequentia computing operations are run. In this sense, the tests
caried out can be taken as reference to assessthe relative computing cgpadty, which for
the case of CeTAD madines appeas in Figure 4.4, and for purmamarca in particular
in Figure 4.5.

Name Rows Tot. Comp. Mflop/s
purmamarca 555 14,15 314
cfl 426 14,14 241
cf2 426 14,09 242
sofia 394 14,40 219
fourier 199 14,78 108

Table 4.19 Mflop/s of SeqgqMsg(UDP) with Five Madines and n = 2000in CeTAD.

Name Rows Tot. Comp. Mflop/s
purmamarca 454 11,81 307
cfl 349 11,84 236
cf2 349 11,82 236
sofia 324 11,97 216
fourier 164 12,67 104
Josrap 142 12,10 94
tilcara 104 12,08 69
paris 48 1159 33
cetad 38 11,98 25
prited 28 12,65 18

Table 4.20 Mflop/s of SeqMsg(UDP) with Ten Macdiines and n = 2000in CeTAD.

Load Balance of SeqM sg(UDP). As it can be cdculated from the values summed up by
the parall el running times of the diff erent tables, there appea some diff erences in terms of
the time dedicated to locd computation that shoud be explained in acwordance with the
load balance of that defined for the algorithm. The differencesin locd computing time that
can beidentified are:
In Table 4.19,the shortest computing time is that of cf1, 14.09semnds, and the longest
computing time is that of fourier, 14.78semnds. The time percentage implied by this
unbalanceisinferior to the 5% of the shortest computing time.
In Table 4.20, the shortest computing time is that of paris, 11.59 secwonds, and the
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longest computing time is that of fourier, 12.67semnds. The time percentage that this
unbalanceimpliesisinferior to the 10% of the shortest computing time.

It is clea that, even though from this theoreticd point of view we can read an equation or
expresson that allows an exad load balance, there exist differences in runnng times. Only
as example, computers cf1 and cf2 are equd (Table 4.1 and Appendix A), and it can be
proved bath in Table 4.19and Table 4.20that computers have been assgned with the same
processng load, though with different locd computing times. In general, and
independently of the types of computers, algorithms, and the ways of balancing the load,
there will always be aminimum of differencesin terms of runnng times.

Ancther source of a minimum load unbalance is given by the very definition of the
algorithm. As explained in the previous Chapter, the load balance is implemented by
asdgning the result matrix row quantity correspondng to ead computer’'s relative
computing capadty. Consequently, the amount of datato be cdculated in eat computer is
given in number of rows of the result matrix. However, the relative computing cgpadty of
computers canna always be expressed as multiples of ead other (or multiples of the
reference one) and, besides, the total quantity of rows will not always be distributed
completely following this strategy. Thus, the corredion fador “of arow” in the distribution
of data explained in the previous Chapter can be considered as the cause of a possble
workload untalance

Last, but not least, there is another important thing: the very heterogeneity of computers.
Even though eat computer holds a computing cgpadty nea to the optimal, this
“closeness’ will not necessarily be equal in al of the cases. In other words, al the
computers court with a minimum percentage of performance penalization as regards
sequential computation when the parallel computation is being caried out, and this
percentage can vary acarding to the physicd charaderistics of computers. The variationin
this penali zation percentage dso generates a cetain untalance

Even though all the load unbalance sources are acawmulative, and despite the high
heterogeneity in terms of computers computing cgpadty, the worst that can be obtained
from experimentation in terms of load unbalance is less than 10% of the best locd
computation.

OverMsg(UDP). All the detail s provided in terms of the analysis of result correspondto
the algorithm with sequential computation and communications in eadc machine. What
happens with the algorithm oriented to communicaions overlapped with locd computation
is different, and Figure 4.37 clealy shows that some values are quite different from the
expeded. In order to make a more complete comparison of the results obtained by both
algorithms, and in order to identify more clealy the differences with the PVM-based
implementation, the summary of paralel runnng with five madines is presented in the
first placein Table 4.21.

Comparing these values with those of Table 4.6 correspondng to the implementation using
PVM broadcast, the conclusions are similar to those resulting from the comparison of the
algorithm SegMsg, i.e., SeqMsg (PVM) with SegMsg(UDP):

Computing times are amost the same, i.e., in terms of locd computing performance
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eat computer has the same computing cgpadty (in Mflop/s, for instance).
Communication times are very different; in this case, the broadcast performance using
UDP is approximately ten times better than that of PVM.

Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 555 16,63 3,33 5,96
cfl 426 17,30 3,46 5,45
cf2 426 17,31 3,46 5,42
sofia 394 18,29 3,66 4,33
fourier 199 16,53 3,31 5,98

Table4.21 Summary of OverMsg(UDP) with Seven Machines and n = 2000in CeTAD.

When the values of Table 4.21are compared to those of Table 4.17,it can be naticed that:
Locd computing times of OverMsg(UDP) are higher than those of SeqMsg(UDP),
whichisto be expeded sincenct only data ae transferred among computers, bu also, in
a same time interval, computing proceses are run in ead computer with
communicaion processs, and thus the competition of the CPU and the cache memory,
for instance is greaer and thisis trandated into alonger computing time.
OverMsg(UDP) communication times are approximately a third of those obtained with
SeqMsg(UDP). Since in fad the same data quantity is transferred among computers, a
large part of ead data transference occurs while a partial matrix of the result matrix is
being solved in eat computer. In this sense, at least for five computers, the overlapping
of communicaions can be mnsidered satisfadory.

However, as clealy seen in Figure 4.37,from the inclusion of til car a, the performance nat
only is less than the expeded, but aso deaeases significantly. Even thouwgh it can be
proved by the inclusion of ead of the machines from tilcara (paris, cetad and prited),
what happens can be identified quite clealy with al madines running summary shown in
Table 4.22.

Such as Table 4.22 shows, the locd computing time of the six computers with highest
computing capadty of CeTAD (purmamarca, cetadfomecl, cetadfome?, sofia, fourier,
and Josrap) is quite similar anong ead other - of approximately 13+0.45 seconds. The
computing time of the four remaining computers is quite longer and with greaer disparity
among ead other - of approximately 20+5 semnds. The explanation of thisis quite simple,
and is related to the competition for the resources previously mentioned. In this agorithm,
which caries out communications overlapped with locd computation, it is clea that there
shoud exist one or more processes in eat computer being run (transferring data) while a
partial computing period is being solved. This means that during the exeaution of a
computing period, the most important resources (CPU and cache memory) will be shared
with the communicaion procesdes. This generates a degradation of the computation
performance, and, in addition and acording to Table 4.22, some computers can overlap
computation and communicaions much better than athers.
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Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 454 12,39 1,24 21,08
cfl 349 12,99 1,30 20,48
cf2 349 13,01 1,30 20,46
sofia 324 13,45 1,34 20,07
fourier 164 13,28 1,33 20,18
Josrap 142 12,82 1,28 20,80
tilcara 104 18,34 1,83 15,08
paris 48 16,91 1,69 16,39
cetad 38 23,26 2,33 9,90
prited 28 24,81 2,48 7,91

Table4.22 Summary of OverMsg(UDP) with Ten Macdines and n = 2000in CeTAD.

Thus, the differences in the performance of computations overlapped with communicaions
depend on several fadors, such as the system bus architedure or the 1/0 method by means
of which data are communicaed through the install ed interfacenetboards. Even though it
is quite difficult to explain in more detail what happens in ead computer, this means that
some computers are nat redly capable of actually overlapping locd computation with
communicaions but they sequentialize computation with communicaions and, thus, their
performance is the same to that obtained with the sequential computation and
communicaion agorithm. It could even be worse because, with OverMsg, there is much
overheal at the level of processes being run and being handled by the operating system
(generating a higher quantity of context changes, for instance).

Even thowgh from the point of view of the total performance this explanation is not
satisfadory (in fad, imposes a physicd limit since it depends on the hardware of the same
compuiter), the very algorithm with computation overlapped with communicaions becomes
a benchmark. In other words, OverMsg(UDP) all ows, automaticaly and independently of
computers, to know with enowgh predsion whether they are cgpable of overlapping
computation with communicaions. In fad, this cese may render an approximate
guantificaion that could be based on the differences in time applied for computation in
eat computer. This benchmark is more significant when the fad that standard sequential
computing computers are being used is adknowledged, when the posshility of overlapping
computation with communicaions via one or more network interfaces does not seem to be
among the primary objedives of the design.

Even though there exists an approximate explanation for the lossof the parallel computing
performance as from the inclusion of tilcara, it seeams reasonable to anayze in more detall
what happens with ead macdine computing performance in particular and the actual 1oad
balance of the parall el madine.

OverM sg(UDP) local-sequential computing performance As expeded, and due to the
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reasons already mentioned, computers computing performance deaeases in relation to the
optimal situation, i.e., when only locd computation is caried out. Since macdines are
heterogeneous, the deaease is also heterogeneous, depending on ead computer’s
architedure.

Leaving aside the machines sequentializing computation and communicaions (from
tilcara), it coud be said that the cost of overlapping communicaions with locd
computation is lessthan the benefit since in fad, the total performanceincreases.

OverMsg(UDP) Load Balance Since the load balance is made by using the sequential
computing performance and due to the heterogeneous interference of data transference
processes on thase of computation, OverMsg(UDP) load balance can be even worse than
that of SegMsg(UDP). Leaving aside the analysis of the load balance of those computers
incgpable of “effedively” overlapping communicaions with locd computation from the
performance point of view, the unbalanceis just below the 10% in the case of the CeTAD
computers. However, when this unbalance beames significant, the runnng summary data
can be used to redefine the distribution of data and distribute data in function of the
computing performance asuming communications overlapping.

4.8.1.2 Matrices of 3200x3200 Elements

The speedup values obtained when we take as reference the greaest problem’s running
time that can be solved in the computer with highest computing cgpadty - i.e. matrices of
order n=3200in purmamarca - are shown in Figure 4.38, together with those shown in
Figure4.18.
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Figure 4.38 Spealup d Algorithmswith UDP in the CeTAD Network for n = 3200.

As it can be naticed in Figure 4.38, nore of the cases exceeals the estimation of
SegMsg(Mf), which is the optimal performance taking into acourt only the computing
contribution of ead of the computers withou taking into acourt any time related to
communicaions.
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Theredly low performance obtained up to the inclusion of fourier isdiredly related to the
algorithm memory requirements in eat computer. More spedficdly, cetadfomecl,
ceadfome and fourier have only 32 MB of installed memory and, thus, they are more
likely to use swap memory spaceduring the partial computations of the result matrix.

The values that sum up the parallel running appeaing in Table 4.23 make clea that
fourier is the computer that requires much more time than the rest in order to solve locd
computations. However, the values of Table 4.23aso show that alarge part of the running
timein all the madinesis dedicaed to the wait of broadcast messages transference and, in
this case, thistime can be dfeded by the use of the swap memory during the exeaution.

Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 887 56,94 11,39 334,81
cfl 682 78,11 15,62 316,04
cf2 682 79,75 15,95 314,29
sofia 631 57,31 11,46 334,65
fourier 318 193,88 38,78 224,60

Table4.23 Summary of OverMsg(UDP) with Five Madiines and n = 3200in CeTAD.

In some way, the memory estimation, Mem, in Figure 4.38is showing that just with al the
computers it is likely that there will not be any memory problems. The need of reaurring to
the swap memory makes:

- Both computing and communicaions processes have part of their exeatable code in
secondary memory and, thus, they can be discontinued at some moment of the exeaution
in order to recover the @de.

Both computing and communicaions proceses have part of their data in secondary
memory and, thus, they can be discontinued at some moment of the exeaution in order
to recver those data.

For all the processs, the swap time generates a delay in terms of running times, but in
the case of communication processes the penali zation can be even greder sincethey can
lose data that are being sent during the swap time.

According to Figure 4.38, from the inclusion of Josrap, the performance is much higher,
even thowgh there are not so many variations with the inclusion of the rest of the
computers. From the inclusion of Josrap, the swap memory is not used, or the use does not
significantly penalize the exeaution of computing and communicaion processs. Table
4.24 shows the parale exeaution summary with seven computers. Notice the important
advancein computing performance & well asin communications performance
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Name Rows Tot. Comp. Perlt. Tot. Msg.
purmamarca 771 56,16 8,02 45,35
cfl 593 77,28 11,04 25,67
cf2 593 78,11 11,16 25,37
sofia 549 59,70 8,53 42,75
fourier 276 58,26 8,32 44,41
Josrap 242 52,93 7,56 47,07
tilcara 176 73,54 10,51 29,25

Table4.24 Summary of OverMsg(UDP) with Seven Madines and n = 3200in CeTAD.

In this particular case, the total computing timeis “dominated” by the locd computing time
of computer cetadfomec, which is still using the swap memory space Since memory
requirements on fourier have deaeased with resped to the use of five computers, its
running time dedicated to computation has significantly deaeased in relation to that of
Table 4.23.

Thus, when the swap memory use no longer influences the total parallel computation of
one or more madines, the expeded performance of the dgorithm is obtained, interspersing
computing periods with communicaions. In the spedfic case of SeqMsg(UDP), this goes
on until communicaion times bemme very relevant or dominate the total time, which is
giving an ideathat the granularity of the problem is not suitable for more than eight
macdhines. Still, there is no much loss of performance In the spedfic case of
OverMsg(UDP), once madines are used up to their maximum cgpadty (or at a relatively
high percentage of their maximum cagpadty), the computers nat capable of overlapping
computation with communicaions are starting to be used, and, thus, the same performance
as with SegqMsg(UDP) is obtained.

If the memory estimation is taken as reference to establi sh the quantity of computers (in an
a priori seledion) - Mem in the speedup graphics-, al the macines shoud be used. The
result obtained for the matrix multipli cation of 3200«3200€el ements using the ten macdines
of CeTAD is approximately nine times the performance of purmamarca for the same
memory size. This performance could be considered as “superlinea”, since the sum of the
relative computing powers of al CeTAD’s madines is lessthan five times the computing
purmamarca. Once more, it shoud be born in mind that the reference time for this
speedup computation is the “actual” multi pli cation running time for matrices of order

n = 3200, that in purmamarca implies the use of swap memory and a redly high
penali zation with resped to the maximum processng cgpadty of this computer (withou
the use of swap memory spacs.
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4.8.1.3 General Conclusions of the Experimentation in CeTAD

Even though the results obtained in CeTAD do not appea to be encouraging — since both

SeqMsg(UDP) and OverMsg(UDP) deaease instead of increasing as from a given number

of computers (Figure 4.37 and Figure 4.38 -, some quite significant information can be

obtained from the experimentation carried out:

- The agorithm OverMsg(UDP) can be used as benchmark in order to identify which
computers are cgable of overlapping successully computation with data transferences.
In general, the optimal speadup estimation is not that which is eventually obtained by
the overhead imposed by netboards, the operating system, etc.; however, by knowing the
computers cgpable of overlapping computation with communicaions, it will be passble
to define the quantity of computers to be used for a certain problem. More spedficdly:
which ores.
Memory requirement estimation, though not exad, can be useful when it is possble that
some or al the computers may have problems with resped to the use of the swap
memory space When this information is obtained, it will be passble to choose the
algorithm to be used (SegMsg or OverMsg), depending on whether the computers to be
included in the paralel computation are cgpable of overlapping computation with
communicaions.

4.8.2 LQT Local Area Network

Most of the explanations made within the context of the experimentation in the CeTAD
locd network can be applied (may be on another scde) to the experimentations made in the
LQT locd network.

Figure 4.39 shows the speadupvalues obtained in the LQT locd network by the algorithms
implemented using UDP, SegMsg(UDP) and OverMsg(UDP), for matrices of order
n=5000together with those of Figure 4.19.
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Figure 4.39 Algorithm Speedupwith UDP in the LQT Network for n = 5000.
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The speedup estimation for the sequential computation and communicaion agorithm is
amost exad in relation to what is obtained from the experimentation, which is redly
satisfadory. In addition, it proves that the problem of SeqMsg(PVM)’s low performance,
i.e. of the algorithm implemented using the PVM library, is predsely PVM’s broadcast,
which dces not make use of the charaderistics of the Ethernet network.

It is adlso evident that O(n°) —as regards this problem’s requirements for floating-point
operations - is as influencing in the total paralel running time as the O(n?) of the data
quantity to be transferred through broadcast messages. For this reason, bath the estimation
of SeqMsg(Mf) optimal speedup and the speedup obtained in the SeqMsg(UDP)
experimentation represent approximately the 50% of the optimal speedupindependently of
the dgorithm used and d the communicaion retwork Comp(Mf).

Even though the algorithm with overlapped computation and communicaions does not
readr the optimal speadup cdculated for this agorithm, OverMsg(Mf), in the
experimentation, it does not only have a better performance than the sequentia
computation and communication algorithm, bu it also shows at least three apeds:
Each computer’s cgpadty to overlap, at least in part, the locd computation with
communicaions via the interconredion network. In fad, as it can be naticed in Figure
4.39,the final result in terms of performance is cgpable of overlapping approximately
the 50% of communicaions.

The overhea influenceimpased by the operating system on other software layersis not
worthless and in fad is that which “consumes’ the diff erence between OverMsg(Mf)
and OverMsg(UDP).

The applicaion’s granularity makes the obtained speedup, OverMsg(UDP), increase as
more computers are added. In other words, the locd computing time is comparable to
the communicaions time and a good percentage of communications can be overlapped
with the processng.

As regards computation overlapping with communicaions, what happens is in fad the
same as (or similar to) what has been explained for the CeTAD network. Table 4.25shows
the running summary of SegMsg(UDP) with all the madiines of LQT in order to solve a
matrix multiplicaion of order n = 5000 in paralel, and Table 4.26 show the runnng
summary of OverMsg(UDP).

Name Rows Tot. Comp. Perlt. Tot. Msg.
Iqt_07 1089 85,58 14,26 89,66
Iqt_06 1089 86,36 14,39 88,94
Iqt_02 835 87,94 14,66 87,41
Iqt_01 811 90,54 15,09 85,17
Iqt_03 589 90,15 15,02 85,20
Igt_04 587 89,94 14,99 85,36

Table 4.25 Summary of SegMsg(UDP) with Six Madines and n = 5000in LQT.
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Name Rows Tot. Comp. Perlt. Tot. Msg.
Iqt_07 1089 91,40 15,23 28,69
Iqt_06 1089 91,11 15,19 28,95
Iqt_02 835 99,563 16,59 20,59
Iqt_01 811 95,30 15,88 24,38
Iqt_03 589 96,68 16,11 22,80
lqt_04 587 96,43 16,07 22,89

Table 4.26 Summary of OverMsg(UDP) with Six Machines andn =5000in LQT.

From the comparison d the running times diown in ead table, it can be said that:

The computing periods in the exeaution of OverMsg(UDP) are quite higher than those
of SeqgqMsg(UDP) due to the competition for the resources with the processes in charge

of communicaions“in badkground'.

In the exeaution of OverMsg(UDP), alarge percentage of communicaionsis caried out
“during” the locd computing time. Whereas eady computer must wait in average

approximately 87+3 semnds for the data transference during the exeaution of
SeqMsg(UDP), the wait is, in average, of approximately 25+4 seamnds during the
exeaution o OverMsg(UDP).

Figure 4.40shows the speadup values obtained in the LQT locd network by the algorithms
implemented using UDP, SeqMsg(UDP) and OverMsg(UDP), for matrices of order n = 9000
together with those shown previously in Figure 4.20.
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Figure 4.4Q Algorithms Speedupwith UDP in the LQT Network for n = 9000.

Once more, the optimal performance estimation of the sequential computation and
communicaion agorithm, SegMsg(Mf), is amost the same as the obtained in the
experimentation, which is SegqMsg(UDP). In the case of the optimal speedup estimation for
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the overlapped computing and communication agorithm, OverMsg(Mf) is quite nea to the
obtained, OverMsg(UDP). The relative difference among values is quite inferior to that
shown in Figure 4.339,and this is given due to the influence of the O(n®) of computing
requirements on the O(n?) of communicaions requirement. And, it is evident that this
diff erence makes the computing time percentage quite superior to that of communicaions
for 9000x9000element matrices than for 5000<5000&l ement matrices.

The performance obtained for the multipli cation of matrices of 9000<9000 elements using
the six madhines of LQT is of approximately 5.5 times the performance of Igt_07 for the
same memory size. This performance could be considered as “superlinea”, since the sum
of the relative computing powers of all LQT’s madiines is of approximately 4.5 times the
computing capaaty of Igt_07. Oncemore, it shoud be born in mind that the referencetime
for this speedup cdculation is the “actual” runnng time for matrices of order n = 9000,
which, inIqt_07,implies the use of swap memory.

4.8.3 LIDI Local Area Network

Figure 4.41 shows the speedup values obtained in the LIDI locd area network for the
algorithms implemented using UDP, SeqMsg(UDP) and OverMsg(UDP), for the
multiplication of matrices of order n = 2000 together with those previously shown in
Figure4.21.
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Figure 4.41 Algorithms Speedupwith UDP in LIDI Network for n = 2000.

In order to compare the estimation of the algorithms' speedup optimal values, SeqMsg(Mf)
and OverMsg(Mf) with those obtained, SegqMsg(UDP) and OverMsg(UDP), it shoud be
remembered that communication times are estimated basing on a network ten times faster
than those of CeTAD and LQT. This, in turn, makes any overhead over the optimal
computing time have a greaer impad on the LIDI network than the two remaining. As
general conclusions from Figure 4.41,it can be said that:

Both SeqMsg(UDP) and OverMsg(UDP) are inferior to the correspondng estimations.
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OverMsg(UDP) isthe farthest from the estimations.

Both algorithms have better performance as the quantity of computers increases. It is
evident that the highest cgpadty of the communication retwork as well asthe accetable
performance obtained with broadcast messages are important fadors for thisto happen.
The agorithm designed to overlap communicaions with locd computation in ead
machine, OverMsg, is better than that of sequential computation and communications,
SegMsg. Thisin turn indicates that computers are cgpable of overlapping effedively, at
least in part, locd computation with communicaions through the interconnedion
network.

Figure 4.42 shows the speedup values obtained in LIDI locd network by the algorithms
implemented using UDP, SeqMsg(UDP) and OverMsg(UDP), for the multiplicaion of
matrices of order n = 3200together with those shown previously in Figure 4.22.
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Figure 4.42 Algorithms Speedupwith UDP in LIDI Network for n = 3200.

These might be the best results of al the obtained in terms of performance Such as Figure
4.42 shows, the eight computers of LIDI can solve a matrix multiplicaion of 32003200
elements more than 25 times faster than the very multi plicaion in one of them (they are all

equal). Anyway, it shodd be reminded that the sequential reference time for the
multi plication of matrices of order n = 3200is penalized -with resped to the optimal- by
the use of swap memory during the cmputations.

Once more, OverMsg(UDP) is better than SegMsg(UDP), since computers can effedively
overlap communications and locd computation, and the agorithm also makes effedively
use of this cgpadty. Figure 4.42 also shows that the algorithms performance always
improves when the number of computers is increased. This indicates that, as expeded, the
algorithm is scdable (at least up to eight computers) and, in particular, the implementation
of broadcast messages among user processes using UDP is aso scdable. Unlike with
matrices of order n = 2000, with matrices of order n = 3200, the speedup values obtained
are nea to those estimated for the algorithm, al of which does naothing but prove the
importance of the O(n®) of computation over the O(n?) of communications, which over the
LIDI locd network is heightened in comparison to those of the CETAD and LQT.
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4.9 Conclusions - Experimentation Summary

Once the charaderistics of locd networks in terms of computers and interconnedion

networks presented at the beginning of the chapter are identified, the results of the

experimentation carrying out PVM as message-passng library, in general, and broadcast
messages, in particular, are presented. From this experimentation:

1. The performance with PVM is unaccetable. In al locd networks, i.e. independently of
the number of madines, their heterogeneity or homogeneity, sizes of matrices used, and
physicd interconredion network performance, the results were the same the
performanceworsens as more wmputers are used.

2. When making the exeaution profile with the minimum instrumentation, it is clea that
the performance problem is aways triggered by the PVM library broadcast routine,
which isimplemented by multi ple point-to-point messages.

A broadcast message diredly based on UDP protocol is propased and implemented since,
in principle, nore of the general purpase message-passng libraries can asaure a priori the
optimized performance of broadcast messages. The same experiments previously caried
out with PVM are repeaed, concluding that:

3. The agorithm with computing and communicaion periods sequentially run (SeqMsg)
provides, in most of the cases, the expeded the performance. Exceptions can arise in the
case of using swap memory in some @mputers.

4. The algorithm SegMsg provides performance that improves when the size of matricesis
naot the highest (or scdates together with the quantity of computers).

5. The agorithm organized to overlap the computing and communicaion periods
(OverMsg) has a better performance than the SeqgMsg in al the cases, reason why the
performance obtained by this algorithm can be considered as accetable in all the locd
networks used.

6. The dgorithm OverMsg can be used quite simply as benchmark with two pupaoses:

1. Identificaion,in a simple manner, of the communications that can be carried out
overlappedly (in badground while locd computing is caried out in ead
computer.

2. ldentification of computers which are not cgpable of running computing and
communications overlappedly and which thus penali ze the parallel performance
of the whole network used. In this sense, OverMsg can be used to discard such
computers, or to yield amaximum of usable computers for a given applicaion.

7. Both SegMsg and OverMsg provide a very satisfadory speedup if the application or,
more predsely, the size of the applicaion affeds the sequential performance due to he
swap memory of the mmputer in which it is olved.

8. Both SegMsg and OverMsg can be satisfadorily used both in homogeneous and
heterogeneous clusters sncein all the caeswe can oltain optimized performance of

1. Locd computing of ead computer and spedficaly balanced.

2. Communicaions over the Ethernet interconnedion network with broadcast
messages.
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